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Scaling Laws for Large Language Models
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Scaling Laws for Large Language Models
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[OpenAI, Scaling Laws for Neural Language Models, 2020]

• Performance improves primarily with increases in data, parameters, and compute

• LLM performance is largely independent of specific architecture

• Loss scales as a power law with data, parameters, and compute

straight line on 
the log-log plot
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Scaling Laws as a Foundation of ChatGPT’s Success
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• GPT-2 (2019) scaled far beyond BERT in parameters, yet underperformed in practice

• OpenAI exploited scaling laws to build 175B-param GPT-3, launching the large-model era

• Consensus: Large model + Large data + Large compute = High intelligence

GPT-2,1.5B parameters, 2019

Lose

GPT-3, 175B parameters, 2020

Win!
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Scaling Laws Drive Rapid Growth in Memory Demand for LLMs
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• As data size (D) and parameter count (P) increase, memory usage of large models grows rapidly

𝑙:layer

𝑠:sequence length

𝑏:batch size

ℎ:hidden dimension
Memory for model, gradients, and 
optimizer states：𝜃 𝑙ℎ! 	~𝜃(𝑃)

• Scales linearly with parameters

• more parameters, higher memory cost

Memory for activations: 
Ω 𝑏𝑠𝑙ℎ + 𝑏𝑙𝑠!𝑎 ~Ω(𝐷)

• Scales at least linearly with data size
• 𝐷 = 𝑏𝑠; more data, higher memory cost

Memory = Model + Gradient + Optimizer States + Activations

• In other words, improving large model performance comes at a significant memory cost
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Scaling Laws Drive Rapid Growth in Memory Demand for LLMs
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Growing demand for better 
LLM performance

Increasing parameters and data

Scaling law

Dramatic memory cost; Massive
clusters for distributed training

Memory grows

Training and inference costs 
rise sharply

Cost grows

LLaMA-3 on 20,000 GPUs cluster

AI computing clusters will scale to 1 million chips, 
and there are no physical laws preventing it

Jensen Huang: AI compute 
clusters will scale up to 1M chips

XAI built cluster with 100K GPUs

Key question: How to save memory?
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Scaling Laws Drive Rapid Growth in Memory Demand for LLMs
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Growing demand for better 
LLM performance

Approach 1: Design new architectures and explore 
novel scaling laws

Approach 2: Develop new hardware (e.g., SuperNodes) 
to reduce training and inference costs

Approach 3: Memory-efficient training methods driven 
by implicit structures inside models

Training and inference costs 
rise sharply

Cost scaling

Dramatic memory cost; Massive
clusters for distributed training

Increasing parameters and data

Power law

Memory scaling
Insight: As scale increases, LLMs contain significant structural redundancy

Conventional training wastes memory by ignoring implicit structure

Block-Diagonal Hessian Structure
(local/global decoupled compute & memory)

Low-Rank Gradients in LLMs
(low-rank subspace compute & memory))

Sparse FFN Activations
(sparse masking in compute & memory)
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Overview
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Goal: Exploit implicit structures for memory-efficient LLM training

Develop subspace projection training based on low-rank properties

save optimizer states (dense/MoE models)
Low-rank gradients (He-Yuan, ICML 2025; Chen-Yuan, 

ICML 2025;Chen-Yuan, ICLR 2025)

Sparse FFN layers Develop importance sampling–based training based on FFN sparsity
save activations (dense/MoE models) (Song-Yuan, ICML 2025; Zhu-Yuan, 

NeurIPS 2024;He-Yuan, ICML 2024;)

Cross-layer low-rank 
activations

Develop parameter-efficient training based on inter-layer low-rank structure
save model and gradients (dense/MoE models) (Kong-Yuan, 2025; Wu-Yuan, 2025)

Optimizer 
States

Activations

Model and 
Gradients
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Save Optimizer States via Low-Rank Gradient 

Y. He, P. Li, Y. Hu, C. Chen, K. Yuan, Subspace Optimization for Large Language Models with 
Convergence Guarantees, ICML 2025.

Y. Chen, Y. Zhang, Y. Liu, K. Yuan, Z. Wen, A Memory Efficient Randomized Subspace Optimization
Method for Training Large Language Models, ICML 2025
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LLM pretraining is essentially solving stochastic optimization
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pred. token real tokendata distribution

cross entropy

• The model weights in neural networks are a set of matrices 
<latexit sha1_base64="2NJojwe8jluWBIyoMp7NNC53a7A=">AAADG3icjVK7TtxAFD0YkpAlj4WUaSxWiVKt7CgCGiQEDUUKkFhYCcPK9g7EYuyx7HGklbV/wC/wE7TQ0UVpKfgDqPgFzgxGIkEoGcuee8895z5mHOUyKbXnXU04k1MvXr6aft2aefP23fv27Nx2qaoiFr1YSVX0o7AUMslETydain5eiDCNpNiJjtZMfOenKMpEZVt6lIu9NDzMkoMkDjWhQftzECk5LEcpt7o/dpfdoO4PAiFlMB7UZl/2x/vfB+2O1/Xscp8afmN00KwN1b5FgCEUYlRIIZBB05YIUfLZhQ8PObE91MQKWomNC4zRorYiS5AREj3i95DeboNm9E3O0qpjVpF8CypdfKJGkVfQNtVcG69sZoM+l7u2OU1vI+5RkyslqvGD6L90D8z/1ZlZNA6wZGdIOFNuETNd3GSp7KmYzt1HU2lmyIkZe8h4QTu2yodzdq2mtLObsw1t/NoyDWr8uOFWuLFdPj9fxMqKvqkbkWF6a/GH8P++/qfG9teuv9Bd2PzWWVltfo1pfMQ8vvD+F7GCdWygx2rHOMUZzp0T58L55fy+pzoTjeYD/ljO5R3Ib6kZ</latexit>

X = {X`}L`=1

LLM cost function:

• Let              be the language model;                      is the predicted token 
<latexit sha1_base64="T5ncC1RXLbLODu5wfPPG2iLyMkA=">AAADCnicjVLLbtNAFD11n4TSmiJWbKxGSGETOVXVIrGJ6IZlkUgTKaki25k2o9geyx5XRFH+gJ9gS3fdVWz5Cf4AVvwCZ6aOBI0qGMv2veeecx8zE2axLLTvf19xVtfWNza3HtUebz/Z2XWf7p0Vqswj0YlUrPJeGBQilqnoaKlj0ctyESRhLLrh5MTEu1ciL6RKP+hpJs6T4DKVFzIKNKGh+3zcGIQqHhXThL9Zb/5m8FG+Grp1v+nb5S0brcqoo1qnyv2FAUZQiFAigUAKTTtGgIJPHy34yIidY0YspyVtXGCOGrUlWYKMgOiE30t6/QpN6ZuchVVHrBLzzan08JIaRV5O21TzbLy0mQ36UO6ZzWl6m/IfVrkSohpjov/SLZj/qzOzaFzgtZ1BcqbMIma6qMpS2l0xnXt/TKWZISNm7BHjOe3IKhf77FlNYWc3exvY+A/LNKjxo4pb4qft8uH5QlZW9E3dkAzTW40XonX/+JeNs4Nm66h59P6w3n5bXY0tvMA+Gjz/Y7TxDqfosNoMn/EF184n58a5db7eUZ2VSvMMfy3n229GeKIb</latexit>

h(X; ⇠)
<latexit sha1_base64="qFBrg929QbNUZSuZDsDRb0U1u9s=">AAADFHicjVLLTttAFD0xLU3TFgIsu8AiqkQ3kYMQVEKVorLpMpUIRCII2c6QjGJ7LHtcNYqy7C/wE2zLjh1i233/oF31F3pmaqSWKGrHsn3vuefcx8wEaSRz7XnfKs7So8fLT6pPa8+ev1hZra+tH+eqyELRDVWksl7g5yKSiehqqSPRSzPhx0EkToLxoYmffBRZLlVypCepOIv9YSIvZOhrQuf1zf7I19PJzH3rjrb7gYoG+STmb9qbHfQ/ydfn9YbX9Oxy541WaTRQro6q/0QfAyiEKBBDIIGmHcFHzucULXhIiZ1hSiyjJW1cYIYatQVZggyf6JjfIb3TEk3om5y5VYesEvHNqHTxihpFXkbbVHNtvLCZDboo99TmNL1N+A/KXDFRjRHRf+numf+rM7NoXOCNnUFyptQiZrqwzFLYXTGdu39MpZkhJWbsAeMZ7dAq7/fZtZrczm721rfx75ZpUOOHJbfAD9vl4vkCVlb0Td2ADNNbjRei9fD4543jnWZrr7n3YbfRfldejSpeYgvbPP99tPEeHXRZ7TOu8AXXzqVz49w6d7+pTqXUbOCv5Xz9BSu6pgY=</latexit>

ŷ = h(X; ⇠)

<latexit sha1_base64="9pUI96SDlMxR3nERyWp5yT0I3Tg=">AAADeXicjVJbb9MwFD5puIxyy+AJeDFUSB2aqhSmgTQhTQMkHngYEt0q1aWyUy+15lxkO9OqKG/7k/wD4IUfwAvHJpMo0wSOkpzzne87F9u8VNLYOP4SdMIrV69dX7vRvXnr9p270fq9A1NUOhGjpFCFHnNmhJK5GFlplRiXWrCMK3HIj9+4+OGJ0EYW+Se7LMU0Y2kuj2TCLEKz6IzyQs3NMsNfPW4+U2OZJq8JZTqlmcxn9SqhoXsypTXNmF1wXr9rkHAqCTUyIx5MmKrfIo3LdPKhv+ivyneQvLFJlhsuPiU+WdOdRb14EPtFLhrD1uhBu/aL6AdQmEMBCVSQgYAcLNoKGBh8JjCEGErEplAjptGSPi6ggS5qK2QJZDBEj/Gbojdp0Rx9l9N4dYJVFL4alQSeoqZAnkbbVSM+XvnMDr0sd+1zut6W+OdtrgxRCwtE/6U7Z/6vzs1i4Qhe+RkkzlR6xE2XtFkqvyuuc/LHVBYzlIg5e45xjXbilef7TLzG+Nnd3jIf/+qZDnV+0nIr+Oa7vHw+jpUL9F1djgzXm7sQw7+P/6Jx8Hww3B5sf9zq7e61V2MNHsET6OP5v4RdeA/7MMJq34MoeBA87PwMH4f98NlvaidoNfdhZYUvfgENL8ma</latexit>

X? = argmin
X

n
E⇠⇠D

⇥
L(h(X; ⇠), y)

⇤o

<latexit sha1_base64="FTU/UCJrU6rHEHg5X1z32Wiqp4c=">AAAC9nicjVLLSsNAFD3GV62vqks3wSK4KolIdSm6cVnRPkBFknRaQ9MkJBNRip/gVnfuxK2/4x/oyl/wzJiCD4pOSHLuuffcx8y4ceCn0rJexozxicmp6cJMcXZufmGxtLTcSKMs8UTdi4IoablOKgI/FHXpy0C04kQ4fTcQTbe3r/zNS5GkfhQey+tYnPWdbuh3fM+RpI5a5/Z5qWxVLL3M38DOQRn5qkWld5yijQgeMvQhEEISB3CQ8jmBDQsxuTMMyCVEvvYL3KBIbcYowQiHbI/fLq2TnA1pq5ypVnusEvBNqDSxTk3EuIRYVTO1P9OZFTsq90DnVL1d8+/mufpkJS7I/qUbRv5Xp2aR6GBHz+Bzplgzajovz5LpXVGdm1+mkswQk1O4TX9C7GnlcJ9NrUn17GpvHe1/1ZGKVbaXx2Z4012Ons9l5Yi2qusyQvVW5IWwfx7/b9DYrNjVSvVwq7y7l1+NAlaxhg2e/zZ2cYAa6qzWxS3ucG9cGQ/Go/H0GWqM5ZoVfFvG8wdO7poK</latexit>

X1
<latexit sha1_base64="8jFlGmYHt0OI6ngROOB+DCF2Ac0=">AAAC9nicjVLLSsNAFD2N7/qqunQTLIKrkhSpLotuXFa0taBFkjitoWkSkolYxE9wqzt34tbf8Q905S94ZoygFtEJSc499577mBk3DvxUWtZzwRgbn5icmp4pzs7NLyyWlpZbaZQlnmh6URAlbddJReCHoil9GYh2nAhn4AbiyO3vKv/RhUhSPwoP5TAWnYHTC/2u7zmS1EH7tHpaKlsVSy9zFNg5KCNfjaj0hhOcIYKHDAMIhJDEARykfI5hw0JMroMrcgmRr/0C1yhSmzFKMMIh2+e3R+s4Z0PaKmeq1R6rBHwTKk2sUxMxLiFW1Uztz3Rmxf6W+0rnVL0N+XfzXAOyEudk/9J9Rv5Xp2aR6GJbz+Bzplgzajovz5LpXVGdm1+mkswQk1P4jP6E2NPKz302tSbVs6u9dbT/RUcqVtleHpvhVXf5+3wuK0e0VV2XEaq3Ii+E/fP4R0GrWrFrldr+Zrm+k1+NaaxiDRs8/y3UsYcGmqzWww1ucWdcGvfGg/H4EWoUcs0Kvi3j6R1RfpoL</latexit>

X2
<latexit sha1_base64="LmrYdv6804n+Xe/VmdXdpy3kgh4=">AAAC9nicjVLLSsNAFD3GV62vqks3wSK4KolKdVl047KifYAWSeJYQ9MkJBOxFD/Bre7ciVt/xz/Qlb/gmTGCD0QnJDn33HvuY2bcOPBTaVlPI8bo2PjEZGGqOD0zOzdfWlhsplGWeKLhRUGUtF0nFYEfiob0ZSDacSKcvhuIltvbVf7WhUhSPwoP5SAWnb7TDf0z33MkqYP2ycZJqWxVLL3Mn8DOQRn5qkelVxzjFBE8ZOhDIIQkDuAg5XMEGxZich0MySVEvvYLXKFIbcYowQiHbI/fLq2jnA1pq5ypVnusEvBNqDSxSk3EuIRYVTO1P9OZFftb7qHOqXob8O/mufpkJc7J/qX7iPyvTs0icYZtPYPPmWLNqOm8PEumd0V1bn6aSjJDTE7hU/oTYk8rP/bZ1JpUz6721tH+Zx2pWGV7eWyGF93l7/O5rBzRVnVdRqjeirwQ9vfj/wma6xW7Wqnub5ZrO/nVKGAZK1jj+W+hhj3U0WC1Lq5xg1vj0rgz7o2H91BjJNcs4csyHt8AVA6aDA==</latexit>

X3
<latexit sha1_base64="TYv0vWKcj/EXbftPncdfrPBCMz8=">AAAC+XicjVLLSsNAFD3Gd31VXboJFsFVSUWqS9GNSwVbhVYkmY4aTTMhmQhS/Ae3unMnbv0a/0BX/oJnxhTUIjohybnn3nMfMxMkUZhpz3sZcoZHRsfGJyZLU9Mzs3Pl+YVmpvJUyIZQkUqPAj+TURjLhg51JI+SVPrdIJKHweWO8R9eyTQLVXygrxN53PXP4vA0FL4m1WyLjtLZSbniVT273EFQK0AFxdpT5Xe00YGCQI4uJGJo4gg+Mj4t1OAhIXeMHrmUKLR+iRuUqM0ZJRnhk73k94xWq2Bj2iZnZtWCVSK+KZUuVqhRjEuJTTXX+nOb2bC/5e7ZnKa3a/6DIleXrMY52b90/cj/6swsGqfYtDOEnCmxjJlOFFlyuyumc/fLVJoZEnIGd+hPiYVV9vfZtZrMzm721rf+VxtpWGOLIjbHm+3y9/kCVla0Td2AEaa3Ei9E7efxD4LmWrVWr9b31ytb28XVmMASlrHK89/AFnaxhwarXeAWd7h3es6D8+g8fYY6Q4VmEd+W8/wByWObuQ==</latexit>· · ·
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LLM pretraining is essentially solving stochastic optimization
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• In other words, LLM pretraining is essentially solving a stochastic optimization problem 

• If we define                 and                                     ,  , the LLM problem becomes    
<latexit sha1_base64="tXQRVCQUTt2KLdaRD+CZuYmjgqo=">AAADEXicjVLLTttAFD1xaaHpK8CyLEaNKlGpihxUpWyQEGxYphIBJBIh25mko9geyx6jRlE2/AI/0S3ddVd1yxf0D9pVf6FnBiNBEWrHsufec8+5jxmHWawK4/s/at6DhYePFpce1588ffb8RWN55aDQZR7JXqRjnR+FQSFjlcqeUSaWR1kugySM5WE42bXxw1OZF0qn+2aayUESjFM1UlFgCJ001mb9UMfDYppwE/1Pai62xDr3t2L65qTR9Fu+W+Ku0a6MJqrV1Y3f6GMIjQglEkikMLRjBCj4HKMNHxmxAWbEclrKxSXmqFNbkiXJCIhO+B3TO67QlL7NWTh1xCox35xKgdfUaPJy2raacPHSZbbofblnLqftbco9rHIlRA0+Ev2X7pr5vzo7i8EIm24GxZkyh9jpoipL6U7Fdi5uTGWYISNm7SHjOe3IKa/PWThN4Wa3Zxu4+E/HtKj1o4pb4pfr8v75QlbW9G3dkAzbW50/RPvv679rHGy02p1W58O75vZO9Wss4SVeYZ33/x7b2EMXPVY7w2dc4It37n31vnnfr6herdKs4tbyLv8AxhmkBQ==</latexit>

⇠ = (⇠, y)
<latexit sha1_base64="7w9RL+i9LDWJjcDin+66Pcb6WeE=">AAADNnicjVLdStxAGD2m1drV2m172Zuhi7ALZcmK2EIRtELphRcKXV1wRZLsqINJJiQTcVn2eXyFvkRvW7zpXWm9ah/BM9MI6iLthCTfd75zvp+ZCbNYFcb3L6a8Bw+nZx7NPq7NzT9ZeFp/9nyn0GUeyW6kY533wqCQsUpl1ygTy16WyyAJY7kbnmzY+O6pzAul009mmMn9JDhK1aGKAkPooL7+odkPdTwohgl/o9743U23f6bGLbEqxGbzeIJ3plqvxbB1UG/4bd8tMWl0KqOBam3p+m/0MYBGhBIJJFIY2jECFHz20IGPjNg+RsRyWsrFJcaoUVuSJckIiJ7we0Rvr0JT+jZn4dQRq8R8cyoFFqnR5OW0bTXh4qXLbNH7co9cTtvbkP+wypUQNTgm+i/dNfN/dXYWg0O8dTMozpQ5xE4XVVlKtyu2c3FjKsMMGTFrDxjPaUdOeb3PwmkKN7vd28DFfzmmRa0fVdwSl67L++cLWVnTt3VDMmxvNV6Izt3jnzR2ltqdlfbK9nJj7X11NWbxEq/Q5Pm/wRo+YgtdVjvHF3zFN++z99374f38S/WmKs0L3FrenytKjLNP</latexit>

F (X; ⇠) = L(h(X; ⇠), y)

Stochastic optimization:
<latexit sha1_base64="Ve00W3NH/gLuq+xMYj36Q8Pm+uQ=">AAADjHicjVJdaxQxFL3T8aOuWld99CW4CBV0mS2lCqVQqhYfK7jtwmZdkmw6Dc1MhiQjLsP8Dn+b/0Cf/AWCN3EKbkvRDDNzc+455+Ym4ZVWzmfZt2QtvXHz1u31O7279+5vPOg/fHTsTG2FHAujjZ1w5qRWpRx75bWcVFaygmt5ws/fhPzJZ2mdMuVHv6zkrGB5qU6VYB6hef8r5UYv3LLAXzNpP1HnmSV7hDKb00KV82aV0NIDldOGFsyfcd68a1cJ9ItqCXWqIJEhmG7eooarfHq4ueq0e1n3PNBm0b/tzfuDbJjFQa4Goy4YQDeOTP8nUFiAAQE1FCChBI+xBgYOnymMIIMKsRk0iFmMVMxLaKGH2hpZEhkM0XP85jibdmiJ8+DpolpgFY2vRSWBZ6gxyLMYh2ok5uvoHNDrvJvoGda2xD/vvApEPZwh+i/dBfN/daEXD6fwOvagsKcqIqE70bnUcVfCyslfXXl0qBAL8QLzFmMRlRf7TKLGxd7D3rKY/x6ZAQ1z0XFr+BFXeX1/HCsbnIe6HBlhbeFCjC4f/9XgeGs42hnufNge7B90V2MdnsBT2MTzfwX78B6OYIzVfiWD5EXyMt1It9PddO8PdS3pNI9hZaSHvwFkKdLL</latexit>

X? = argmin
X

n
E⇠⇠D

⇥
F (X; ⇠)

⇤o

• Adam is the standard approach in LLM pretraining
<latexit sha1_base64="GSPD1PRqdow6c3WTFpZi02vsLmk=">AAADOHicjVLLahRBFD1pX3F8jbp0UzgocTP0BIkBEYIBdRnBSQYyYajqqcQi1V1Nd3VwGPJB/oI/4dbs3GlWgl/gqbIDoyFoNd1977nn3EdVqdKa2qfpyVJy6fKVq9eWr3du3Lx1+0737r3t2jVVpoeZs64aKVlrawo99MZbPSorLXNl9Y463AzxnSNd1cYV7/ys1Hu5PCjMvsmkJzTpbo6Vs9N6lvM3f3088eLxCzEupLJSvFpZDI4YfC4WkfEHQ+yJmHR7aT+NS5w3Bq3RQ7u2XPcHxpjCIUODHBoFPG0LiZrPLgZIURLbw5xYRcvEuMYxOtQ2ZGkyJNFDfg/o7bZoQT/krKM6YxXLt6JS4BE1jryKdqgmYryJmQN6Ue55zBl6m/Gv2lw5UY/3RP+lO2P+ry7M4rGP9TiD4UxlRMJ0WZulibsSOhcLU3lmKIkFe8p4RTuLyrN9FlFTx9nD3soY/x6ZAQ1+1nIbnMYuL55PsbKjH+oqMkJvHV6Iwd/Hf97YXu0P1vprb5/2Nl62V2MZD/AQKzz/Z9jAG2xhyGof8RlfcJJ8Sr4m35LT39RkqdXcxx8r+fkL1EC0+A==</latexit>

Gt = rF (Xt; ⇠t)
<latexit sha1_base64="wGZoRzTpuVT/PiqpR1pIKoUN2KQ=">AAADQ3icjVJdS9xAFD3Gftjt16qPfRm6tFiKS1KK9kUQfagvLRa6KriyZLKjBpNMSCaFZdl/5V/oj6iv+tDSB6H0tdAz0xGsIu2EJPeec8/9mBlZZmltwvDLVDB96/aduzP3WvcfPHz0uD07t1XrpkpUL9GZrnZkXKssLVTPpCZTO2Wl4lxmalserVt++5Oq6lQXH82oVHt5fFCk+2kSG0KD9vu+1NmwHuX8jd9NBkY8XxEL0WJfKhMPohdX6LFZjCbipfC0uEy/pXrQ7oTd0C1x3Yi80YFfm7p9jj6G0EjQIIdCAUM7Q4yazy4ihCiJ7WFMrKKVOl5hgha1DaMUI2KiR/we0Nv1aEHf5qydOmGVjG9FpcAzajTjKtq2mnB84zJb9KbcY5fT9jbiX/pcOVGDQ6L/0l1E/q/OzmKwjzduhpQzlQ6x0yU+S+N2xXYuLk1lmKEkZu0h+Yp24pQX+yycpnaz272NHf/VRVrU+omPbfDNdXnzfJKVNX1bVzLC9tbihYiuHv91Y+tVN1rqLn143Vld81djBk/wFAs8/2WsYgOb6LHaMU5wirPgc/A9+BH8/BMaTHnNPP5awa/fZau4fw==</latexit>

M t = (1� �1)M t�1 + �1Gt

<latexit sha1_base64="1fnIgVqaC58z/nD3cp8JMl/G/sU=">AAADW3icjVLPa9RAGH3d+KOuVdeKJy+Di1KRLkmR2otQ7EGPFdxtoVuWTHa2DU0yIZkIy7L/Yf+BHrzrSfDaHvpmnELtUnRCku9773vfj5mRZZbWJgzPllrBnbv37i8/aD9cefT4Sefp6qDWTZWofqIzXe3LuFZZWqi+SU2m9stKxbnM1J482bH83jdV1akuvpppqQ7z+KhIJ2kSG0KjzmQodTaupzl/s8F8ZMTrD2ItWh9KZeLRxpsb9MysR3PxVnhaXKc/WfVQj7VZhEedbtgL3RKLRuSNLvza1Z1fGGIMjQQNcigUMLQzxKj5HCBCiJLYIWbEKlqp4xXmaFPbMEoxIiZ6wu8RvQOPFvRtztqpE1bJ+FZUCryiRjOuom2rCcc3LrNFb8s9czltb1P+pc+VEzU4Jvov3VXk/+rsLAYTbLkZUs5UOsROl/gsjdsV27m4NpVhhpKYtcfkK9qJU17ts3Ca2s1u9zZ2/A8XaVHrJz62wU/X5e3zSVbW9G1dyQjbW5sXIrp5/IvGYKMXbfY2v7zrbn/0V2MZL/ASazz/99jGZ+yiz2qn+I1zXLS+B0HQDlb+hLaWvOYZ/lrB80svuL6e</latexit>

V t = (1� �2)V t�1 + �2Gt �Gt
<latexit sha1_base64="FEXkkbxsBEbfjvnREcfnS32d3N8=">AAADa3icjVJda9RAFL3Z+FG3Vbf2TX0YXCpCcUmkVF+Eoi++CBXc7UJTlkl2djs0ycSZSWEJ+aGCP0AfxL/gmTGF1qXohCT3nnvO/ZiZtMqlsVH0NeiFt27fubtxr7+5df/Bw8H2o4lRtc7EOFO50tOUG5HLUoyttLmYVlrwIs3FcXr+3sWPL4Q2UpWf7aoSpwVflnIhM24BzQYXSaryuVkV+DXTdtbYvbhlz9+yNbxlL1my0DxrkiUvCt42ifmibXOVOGln4O2xRFRG5qpsWaLmyl5L9hEcNhsMo1HkF1s34s4YUreO1OAXJTQnRRnVVJCgkizsnDgZPCcUU0QVsFNqgGlY0scFtdSHtgZLgMGBnuO7hHfSoSV8l9N4dYYqOV4NJaNdaBR4Grarxny89pkdelPuxud0va3wT7tcBVBLZ0D/pbtk/q/OzWJpQW/8DBIzVR5x02VdltrviuucXZnKIkMFzNlzxDXszCsv95l5jfGzu73lPv7dMx3q/Kzj1vTDd3nzfCkqK/iubgqG662PCxH/ffzrxuTVKD4YHXzaHx6+667GBj2hZ/QC5/+aDukDHdEY1b4FvWAz2Or9DHfCx+HTP9Re0Gl26NoKd38DoxvElw==</latexit>

Xt+1 = Xt �
�p

V t + ✏
�M t

(stochastic gradient)

(first-order momentum)

(second-order momentum)

(adaptive SGD)

Optimizer states
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Memory cost to pre-train LLMs

< 14 >

Memory = Model + Gradient + Optimizer states + Activations

• Given a model with P parameters, gradient will consume P parameters, and 
optimizer states will consume 2P parameters;  4P parameters in total.

<latexit sha1_base64="GSPD1PRqdow6c3WTFpZi02vsLmk=">AAADOHicjVLLahRBFD1pX3F8jbp0UzgocTP0BIkBEYIBdRnBSQYyYajqqcQi1V1Nd3VwGPJB/oI/4dbs3GlWgl/gqbIDoyFoNd1977nn3EdVqdKa2qfpyVJy6fKVq9eWr3du3Lx1+0737r3t2jVVpoeZs64aKVlrawo99MZbPSorLXNl9Y463AzxnSNd1cYV7/ys1Hu5PCjMvsmkJzTpbo6Vs9N6lvM3f3088eLxCzEupLJSvFpZDI4YfC4WkfEHQ+yJmHR7aT+NS5w3Bq3RQ7u2XPcHxpjCIUODHBoFPG0LiZrPLgZIURLbw5xYRcvEuMYxOtQ2ZGkyJNFDfg/o7bZoQT/krKM6YxXLt6JS4BE1jryKdqgmYryJmQN6Ue55zBl6m/Gv2lw5UY/3RP+lO2P+ry7M4rGP9TiD4UxlRMJ0WZulibsSOhcLU3lmKIkFe8p4RTuLyrN9FlFTx9nD3soY/x6ZAQ1+1nIbnMYuL55PsbKjH+oqMkJvHV6Iwd/Hf97YXu0P1vprb5/2Nl62V2MZD/AQKzz/Z9jAG2xhyGof8RlfcJJ8Sr4m35LT39RkqdXcxx8r+fkL1EC0+A==</latexit>

Gt = rF (Xt; ⇠t)
<latexit sha1_base64="wGZoRzTpuVT/PiqpR1pIKoUN2KQ=">AAADQ3icjVJdS9xAFD3Gftjt16qPfRm6tFiKS1KK9kUQfagvLRa6KriyZLKjBpNMSCaFZdl/5V/oj6iv+tDSB6H0tdAz0xGsIu2EJPeec8/9mBlZZmltwvDLVDB96/aduzP3WvcfPHz0uD07t1XrpkpUL9GZrnZkXKssLVTPpCZTO2Wl4lxmalserVt++5Oq6lQXH82oVHt5fFCk+2kSG0KD9vu+1NmwHuX8jd9NBkY8XxEL0WJfKhMPohdX6LFZjCbipfC0uEy/pXrQ7oTd0C1x3Yi80YFfm7p9jj6G0EjQIIdCAUM7Q4yazy4ihCiJ7WFMrKKVOl5hgha1DaMUI2KiR/we0Nv1aEHf5qydOmGVjG9FpcAzajTjKtq2mnB84zJb9KbcY5fT9jbiX/pcOVGDQ6L/0l1E/q/OzmKwjzduhpQzlQ6x0yU+S+N2xXYuLk1lmKEkZu0h+Yp24pQX+yycpnaz272NHf/VRVrU+omPbfDNdXnzfJKVNX1bVzLC9tbihYiuHv91Y+tVN1rqLn143Vld81djBk/wFAs8/2WsYgOb6LHaMU5wirPgc/A9+BH8/BMaTHnNPP5awa/fZau4fw==</latexit>

M t = (1� �1)M t�1 + �1Gt

<latexit sha1_base64="1fnIgVqaC58z/nD3cp8JMl/G/sU=">AAADW3icjVLPa9RAGH3d+KOuVdeKJy+Di1KRLkmR2otQ7EGPFdxtoVuWTHa2DU0yIZkIy7L/Yf+BHrzrSfDaHvpmnELtUnRCku9773vfj5mRZZbWJgzPllrBnbv37i8/aD9cefT4Sefp6qDWTZWofqIzXe3LuFZZWqi+SU2m9stKxbnM1J482bH83jdV1akuvpppqQ7z+KhIJ2kSG0KjzmQodTaupzl/s8F8ZMTrD2ItWh9KZeLRxpsb9MysR3PxVnhaXKc/WfVQj7VZhEedbtgL3RKLRuSNLvza1Z1fGGIMjQQNcigUMLQzxKj5HCBCiJLYIWbEKlqp4xXmaFPbMEoxIiZ6wu8RvQOPFvRtztqpE1bJ+FZUCryiRjOuom2rCcc3LrNFb8s9czltb1P+pc+VEzU4Jvov3VXk/+rsLAYTbLkZUs5UOsROl/gsjdsV27m4NpVhhpKYtcfkK9qJU17ts3Ca2s1u9zZ2/A8XaVHrJz62wU/X5e3zSVbW9G1dyQjbW5sXIrp5/IvGYKMXbfY2v7zrbn/0V2MZL/ASazz/99jGZ+yiz2qn+I1zXLS+B0HQDlb+hLaWvOYZ/lrB80svuL6e</latexit>

V t = (1� �2)V t�1 + �2Gt �Gt
<latexit sha1_base64="FEXkkbxsBEbfjvnREcfnS32d3N8=">AAADa3icjVJda9RAFL3Z+FG3Vbf2TX0YXCpCcUmkVF+Eoi++CBXc7UJTlkl2djs0ycSZSWEJ+aGCP0AfxL/gmTGF1qXohCT3nnvO/ZiZtMqlsVH0NeiFt27fubtxr7+5df/Bw8H2o4lRtc7EOFO50tOUG5HLUoyttLmYVlrwIs3FcXr+3sWPL4Q2UpWf7aoSpwVflnIhM24BzQYXSaryuVkV+DXTdtbYvbhlz9+yNbxlL1my0DxrkiUvCt42ifmibXOVOGln4O2xRFRG5qpsWaLmyl5L9hEcNhsMo1HkF1s34s4YUreO1OAXJTQnRRnVVJCgkizsnDgZPCcUU0QVsFNqgGlY0scFtdSHtgZLgMGBnuO7hHfSoSV8l9N4dYYqOV4NJaNdaBR4Grarxny89pkdelPuxud0va3wT7tcBVBLZ0D/pbtk/q/OzWJpQW/8DBIzVR5x02VdltrviuucXZnKIkMFzNlzxDXszCsv95l5jfGzu73lPv7dMx3q/Kzj1vTDd3nzfCkqK/iubgqG662PCxH/ffzrxuTVKD4YHXzaHx6+667GBj2hZ/QC5/+aDukDHdEY1b4FvWAz2Or9DHfCx+HTP9Re0Gl26NoKd38DoxvElw==</latexit>

Xt+1 = Xt �
�p

V t + ✏
�M t

P

2P

P

Optimizer states contribute 
significantly to memory usage
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Memory cost to pre-train LLMs

< 15 >

Memory = Model + Gradient + Optimizer states + Activations

• Activations are auxiliary variables to facilitate the gradient calculations  

• The size of activations depends on sequence length and batch size  

Consider a linear neural network
<latexit sha1_base64="X19EUM9ouR5XF7eN0z04Q+87oIU=">AAADPXicjVJNa9RAGH6bVq3r16pHL4OLUmFdEpEqSKHopYceKnTbhaaEyexsO3SSCZOJsF32L/Uv9E/04kFvgoLo0avPjCmopeiEJO/7vM/zfsxMXmlVuzh+vxAtLl25em35eufGzVu373Tv3tupTWOFHAqjjR3lvJZalXLolNNyVFnJi1zL3fzojY/vvpO2VqbcdtNK7hf8oFQTJbgDlHU3jrOZmrPHa2yUKeadp8m8z9KJsVzrtM8UW0v6qRgbV/fZJkvTzgTktODuUHA925yvHGfq1fRJ1u3FgzgsdtFIWqNH7doy3e+U0pgMCWqoIEklOdiaONV49iihmCpg+zQDZmGpEJc0pw60DVgSDA70CN8DeHstWsL3OeugFqii8VooGT2CxoBnYftqLMSbkNmjl+WehZy+tyn+eZurAOroEOi/dOfM/9X5WRxN6GWYQWGmKiB+OtFmacKu+M7Zb1M5ZKiAeXuMuIUtgvJ8n1nQ1GF2v7c8xD8Hpke9L1puQ19Cl5fPl6Oyge/r5mD43jq4EMnfx3/R2Hk2SFYHq2+f99Zft1djmR7QQ1rB+b+gddqgLRqi2gmd0Qf6GJ1Gn6Kv0bdf1Gih1dynP1b04yfDErNK</latexit>

zi = Xizi�1, 8 i = 1, · · · , L
f = L(zi; y)

The gradient is derived as follows
<latexit sha1_base64="2Vjqp8T8MsTmntBXLk7QuU3UC58=">AAADRXicjVLLbtQwFD0Nr3Z4DWXJJmKExIZRglBhg1TRDcupxLQjdcrIcT3FaiaOHAepjfJb/ALfgMQWBIuKDeoWjk0qHlUBR0mOzz3nXl/bWZnryiXJu6XowsVLl68sr/SuXrt+42b/1upWZWor1Via3NhJJiqV60KNnXa5mpRWiUWWq+3sYMPHt18rW2lTvHCHpdpdiP1Cz7UUjtSsP5rOrZDNtBTWaZHH8/Ynnsx0Gz+N/6I48oqjl83UmbKdNfpB2s76g2SYhBGfBWkHBujGyPS/YIo9GEjUWEChgCPOIVDx2UGKBCW5XTTkLJEOcYUWPXprqhQVguwBv/uc7XRswbnPWQW3ZJWcr6Uzxj16DHWW2FeLQ7wOmT17Xu4m5PRrO+Q/63ItyDq8Ivsv36nyf32+F4c5noQeNHsqA+O7k12WOuyKX3n8S1eOGUpyHu8xbollcJ7ucxw8Vejd760I8U9B6Vk/l522xuewyvP7y1jZcO7rZlT4tfV4IdI/j/8s2Ho4TNeGa5uPBuvPuquxjDu4i/s8/8dYx3OMMGa1N3iPD/gYvY2Oo6/RyQ9ptNR5buO3EX37Dvs/uzE=</latexit>

@f

@Xi
=

@f

@zi
z>i�1

Need to store activations  <latexit sha1_base64="y+MEJEyBQ0JnqO2ntnIpeilR2Yw=">AAADCnicjVLLTttAFD0YyiNtIYC66sYiqtQFiuwIAcsINixYUKkhkQKK7MlALRyPZY+RSMQf8BPdlh07xJaf4A9gxS/0zNSReAjRsWyfe+499zEzYRpHufa8uwlncurD9MzsXOXjp8/zC9XFpf1cFZmQLaFilXXCIJdxlMiWjnQsO2kmg0EYy3Z4sm387VOZ5ZFKfuqzVB4OguMkOopEoEn1ql+GPX/VHfYaq+6B6CudG2O3V615dc8u9zXwS1BDufZU9REH6ENBoMAAEgk0cYwAOZ8ufHhIyR1iRC4jiqxf4hwVagtGSUYEZE/4PabVLdmEtsmZW7VglZhvRqWLb9QoxmXEpppr/YXNbNi3co9sTtPbGf9hmWtAVuMX2fd048j/1ZlZNI6waWeIOFNqGTOdKLMUdldM5+6TqTQzpOQM7tOfEQurHO+zazW5nd3sbWD99zbSsMYWZWyBB9vl2/OFrKxom7ohI0xvFV4I/+Xxvwb7jbq/Xl//sVZrbpVXYxZfsYLvPP8NNLGDPbRYbYTf+INL58K5cq6dm3+hzkSpWcaz5dz+BWR1oJ4=</latexit>z1, z2, · · · , zL
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Minimum memory requirement: GPT-3

< 16 >

• Pretrain GPT-3 model (BF16) from scratch with a single batch size requires 

• Parameters: 175B  

• Model storage: 175B * 2 Bytes = 350 GB  

• Gradient storage: 350 GB  

• Optimizer states: 700 GB   (using Adam)  

• Activation storage: ~220 GB

• In total: 1620 GB

Activations
Model

GradientOptStates

350

350700

220

How to save optimizer states?
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GaLore: Gradient Low-Rank Projection

< 17 >

• Observation: gradient in LLMs becomes low-rank during training [1] 

• Given a gradient matrix with dimensions 2048 by 2048, around top 10 eigenvalues dominate

remain low-rank across iterations remain low-rank across layers

Gradient
<latexit sha1_base64="kKx+iD3GGp+mvdPd0lDRCmMORsg=">AAAC9nicjVLLSsNAFD3GV62vqks3wSK4KqlIdSm60GVFW4VaSpJOa2iahGQiSvET3OrOnbj1d/wDXfkLnhlT8EHRCUnOPfee+5gZJ/K9RFrWy5gxPjE5NZ2byc/OzS8sFpaW60mYxq6ouaEfxmeOnQjfC0RNetIXZ1Es7L7ji1Ont6/8p5ciTrwwOJHXkWj27W7gdTzXlqSOD1qyVShaJUsv8zcoZ6CIbFXDwjvO0UYIFyn6EAggiX3YSPg0UIaFiFwTA3Ixkaf9AjfIU5sySjDCJtvjt0urkbEBbZUz0WqXVXy+MZUm1qkJGRcTq2qm9qc6s2JH5R7onKq3a/6dLFefrMQF2b90w8j/6tQsEh3s6Bk8zhRpRk3nZllSvSuqc/PLVJIZInIKt+mPiV2tHO6zqTWJnl3tra39rzpSscp2s9gUb7rL0fM5rBzSVnUdRqje8rwQ5Z/H/xvUN0vlSqlytFXc3cuuRg6rWMMGz38buzhEFTVW6+IWd7g3rowH49F4+gw1xjLNCr4t4/kDzuyaPA==</latexit>

Gt

2048

20
48

• How to utilize the low-rank structure in gradients?

[1] Y. Chen, et. al., Enhancing Zeroth-Order Fine-tuning for Language Models with Low-Rank Structures, ICLR 2025
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GaLore: Gradient Low-Rank Projection Algorithm

< 18 >

• Main idea: Projecting gradient onto the low-rank subspace [1] 

• Given gradient                      and projection matrix                    , we project high-rank gradient 
into low-rank subspace: 

<latexit sha1_base64="MTl8nGfqOmgUVI2huRP+rqH4JUs=">AAADE3icjVLLTttAFD0xtITQh9sukSqrUaWuIqeqaJdRu2iXAZGARELkMRMYxS/ZY6Qoyq6/0J/olu7YoW75AP4AVvxCzwyO1BYhGMv2uefecx8zI7JIFdr3L2rO0vKjxyv11cbak6fPnrsvXvaLtMxD2QvTKM13RVDISCWyp5WO5G6WyyAWkdwRky/Gv3Ms80KlybaeZnIYB4eJGqsw0KRG7uuvI+0NVOIN4kAfCTHbmu/P4oFWsSy8ZD5ym37Lt8u7DdoVaKJa3dS9xgAHSBGiRAyJBJo4QoCCzx7a8JGRG2JGLidS1i8xR4PaklGSEQHZCb+HtPYqNqFtchZWHbJKxDen0sNbalLG5cSmmmf9pc1s2Ltyz2xO09uUf1HlislqHJG9T7eIfKjOzKIxxic7g+JMmWXMdGGVpbS7Yjr3/ppKM0NGzuAD+nPi0CoX++xZTWFnN3sbWP+ljTSsscMqtsSV7fLu+QQrp7RNXcEI01uDF6L9//HfBv33rfZGa2PzQ7PzuboadazjDd7x/D+ig2/oosdq3/ETJ/jl/HBOnTPn902oU6s0r/DPcs7/AIjwpdE=</latexit>

Gt 2 Rm⇥n
<latexit sha1_base64="cZm15ZHqRjR9Nc+jC/ZRVjYqtRA=">AAADE3icjVLLTttAFD1xaRvSB2lZVqqsRpW6ipwKQZeobLoMqEmQSBp5zJCM8EvjcSUUZddf4CfY0l13FVs+gD+AFb/QM4OR2qIIxrJ97rn33MfMiDxWhQmCi5r3aOnxk6f15caz5y9erjRfve4XWakj2YuyONO7IixkrFLZM8rEcjfXMkxELAficMv6B9+lLlSWfjVHuRwl4SRVByoKDalx8213bPyhSv1hEpqpELOd+bdZMjQqkYWv5+NmK2gHbvl3QacCLVSrmzWvMcQ+MkQokUAihSGOEaLgs4cOAuTkRpiR00TK+SXmaFBbMkoyIiR7yO+E1l7FprRtzsKpI1aJ+WoqfbynJmOcJrbVfOcvXWbLLso9czltb0f8iypXQtZgSvY+3W3kQ3V2FoMDfHIzKM6UO8ZOF1VZSrcrtnP/r6kMM+TkLN6nXxNHTnm7z77TFG52u7eh81+6SMtaO6piS1y5LhfPJ1g5o23rCkbY3hq8EJ3/j/8u6H9sd9bb69trrc3P1dWo4w3e4QPPfwOb+IIueqz2Ayc4xU/v2Pvl/fbObkK9WqVZxT/LO/8Dq0ml3g==</latexit>

Pt 2 Rm⇥r

<latexit sha1_base64="MTl8nGfqOmgUVI2huRP+rqH4JUs=">AAADE3icjVLLTttAFD0xtITQh9sukSqrUaWuIqeqaJdRu2iXAZGARELkMRMYxS/ZY6Qoyq6/0J/olu7YoW75AP4AVvxCzwyO1BYhGMv2uefecx8zI7JIFdr3L2rO0vKjxyv11cbak6fPnrsvXvaLtMxD2QvTKM13RVDISCWyp5WO5G6WyyAWkdwRky/Gv3Ms80KlybaeZnIYB4eJGqsw0KRG7uuvI+0NVOIN4kAfCTHbmu/P4oFWsSy8ZD5ym37Lt8u7DdoVaKJa3dS9xgAHSBGiRAyJBJo4QoCCzx7a8JGRG2JGLidS1i8xR4PaklGSEQHZCb+HtPYqNqFtchZWHbJKxDen0sNbalLG5cSmmmf9pc1s2Ltyz2xO09uUf1HlislqHJG9T7eIfKjOzKIxxic7g+JMmWXMdGGVpbS7Yjr3/ppKM0NGzuAD+nPi0CoX++xZTWFnN3sbWP+ljTSsscMqtsSV7fLu+QQrp7RNXcEI01uDF6L9//HfBv33rfZGa2PzQ7PzuboadazjDd7x/D+ig2/oosdq3/ETJ/jl/HBOnTPn902oU6s0r/DPcs7/AIjwpdE=</latexit>

Gt 2 Rm⇥n
<latexit sha1_base64="0q9X0C0C3dsmKHfnpndUIhIvXV8=">AAAC/3icjVLLSsNAFD2Nr1pfVZdugkVwVVKR6rLoQpcVrBasliSOGkwzIZkIpbjwJ9zqzp249VP8A135C54ZI/hAdEKSc8+95z5mxovDIFWO81SwhoZHRseK46WJyanpmfLs3F4qs8QXLV+GMml7birCIBItFahQtONEuD0vFPve+ab271+IJA1ktKv6sTjsuadRcBL4riLVaXbVUUfJ2N7qqm654lQds+yfoJaDCvLVlOVXdHAMCR8ZehCIoIhDuEj5HKAGBzG5QwzIJUSB8QtcokRtxijBCJfsOb+ntA5yNqKtc6ZG7bNKyDeh0sYSNZJxCbGuZht/ZjJr9rfcA5NT99bn38tz9cgqnJH9S/cR+V+dnkXhBOtmhoAzxYbR0/l5lszsiu7c/jSVYoaYnMbH9CfEvlF+7LNtNKmZXe+ta/zPJlKz2vbz2Awvpsvf5/NYWdLWdT1G6N5KvBC178f/E+ytVGv1an1ntdLYyK9GEQtYxDLPfw0NbKOJFqvFuMYNbq0r6866tx7eQ61CrpnHl2U9vgG6D53m</latexit>

P>
t Gt

<latexit sha1_base64="IUCfpkbZHoIOf5ARdG0wLKvJFeI=">AAADI3icjVLLbtQwFD0NhZbhNYUlG4sREqtRBlVTNpUqWMByQExbqWlHcepOrSZx5DhI1Wj+or/AT7Btd+wQGxbsYcUvcGxSqVBVxVGSc8+95z5syyrXtYvjbwvRjcWbt5aWb3fu3L13/0F35eFmbRqbqXFmcmO3ZVqrXJdq7LTL1XZlVVrIXG3Jo1fev/VB2Vqb8r07rtRukU5LfaCz1JGadPvTiRPrYjRxe4kzlXhNM9GlSIrUHUo5ezffm1mROF2oWpTzSbcX9+OwxGUwaEEP7RqZ7i8k2IdBhgYFFEo44hwpaj47GCBGRW4XM3KWSAe/whwdahtGKUakZI/4ndLaadmSts9ZB3XGKjlfS6XAU2oM4yyxryaCvwmZPXtV7lnI6Xs75l+2uQqyDodkr9OdR/6vzs/icIAXYQbNmarA+OmyNksTdsV3Li5M5ZihIufxPv2WOAvK830WQVOH2f3epsH/I0R61ttZG9vgZ+jy6vkkKxvavq5khO+twwsx+Pf4L4PN5/3BsD98u9rbeNlejWU8xhM84/mvYQNvMMKY1U7wCac4iz5Gn6Mv0dc/odFCq3mEv1b0/Tf3uqud</latexit>

gt = P>
t Gt 2 Rr⇥n

Low-rank projection

<latexit sha1_base64="eOr+hSncRZuVNHkCQ66Mr2hkhL8=">AAADAHicjVLLSsNAFD2Nr1pfVZdugkVwVVIRdSm60GUFW4W2liSOGkwzMZkIIm78Cbe6cydu/RP/QFf+gmfGCD4oOiHJuefecx8z48VhkCrHeS5YA4NDwyPF0dLY+MTkVHl6ppnKLPFFw5ehTPY9NxVhEImGClQo9uNEuD0vFHve6ab2752LJA1ktKsuYtHpucdRcBT4riLVqXfVQVvJ2N7qKrtbrjhVxyz7N6jloIJ81WX5DW0cQsJHhh4EIijiEC5SPi3U4CAm18EluYQoMH6BK5SozRglGOGSPeX3mFYrZyPaOmdq1D6rhHwTKm0sUCMZlxDrarbxZyazZvvlvjQ5dW8X/Ht5rh5ZhROyf+k+I/+r07MoHGHNzBBwptgwejo/z5KZXdGd21+mUswQk9P4kP6E2DfKz322jSY1s+u9dY3/xURqVtt+Hpvh1XTZfz6PlSVtXddjhO6txAtR+3n8v0FzqVpbqa7sLFfWN/KrUcQc5rHI81/FOrZRR4PVznCDW9xZ19a99WA9foRahVwzi2/LenoHNo6eEA==</latexit>

P>
t Gt

<latexit sha1_base64="NNOQpD9AB0QZyibCfLgI/OVAVyU=">AAAC93icjVLLSsNAFD2Nr1pfVZdugkVwVRKR6rLoQpcV7ANqKUk6bQfzIpkIpfgLbnXnTtz6Of6BrvwF74xTUEvRCUnOPfee+5gZN/Z5KizrNWfMzS8sLuWXCyura+sbxc2tRhplicfqXuRHSct1UubzkNUFFz5rxQlzAtdnTff6VPqbNyxJeRReilHMOoEzCHmfe46Q1FlXmN1iySpbapnTwNagBL1qUfEDV+ghgocMARhCCMI+HKT0tGHDQkxcB2PiEkJc+RluUSBtRlGMIhxir+k7IKut2ZBsmTNVao+q+PQmpDSxR5qI4hLCspqp/JnKLNlZuccqp+xtRH9X5wqIFRgS+5duEvlfnZxFoI9jNQOnmWLFyOk8nSVTuyI7N79NJShDTJzEPfInhD2lnOyzqTSpml3uraP8bypSstL2dGyGd9Xl7PlcqhyRLeu6FCF7K9CFsH8f/zRoHJTtSrlycViqnuirkccOdrFP53+EKs5RQ52qDXGHezwYI+PReDKev0KNnNZs48cyXj4BSAmaZg==</latexit>

Gt

Low-rank subspace

• When subspace rank              , low-rank gradient      has much fewer parameters than<latexit sha1_base64="u046a/4PuaYEDI5rHtJQ9SzHB00=">AAAC+nicjVLLSsNAFD2Nr1pfVZdugkVwVRKR6rLoxmUF+4C2SJJOa+jkwWQilOpHuNWdO3Hrz/gHuvIXvDOmoJaiE5Kce+499zEzbsz9RFrWa86Ym19YXMovF1ZW19Y3iptbjSRKhcfqXsQj0XKdhHE/ZHXpS85asWBO4HLWdIenyt+8ZiLxo/BCjmLWDZxB6Pd9z5FENYXZ4dwMLoslq2zpZU4DOwMlZKsWFT/QQQ8RPKQIwBBCEuZwkNDThg0LMXFdjIkThHztZ7hFgbQpRTGKcIgd0ndAVjtjQ7JVzkSrParC6RWkNLFHmojiBGFVzdT+VGdW7KzcY51T9Taiv5vlCoiVuCL2L90k8r86NYtEH8d6Bp9mijWjpvOyLKneFdW5+W0qSRli4hTukV8Q9rRyss+m1iR6drW3jva/6UjFKtvLYlO86y5nz+dS5YhsVdelCNVbgS6E/fv4p0HjoGxXypXzw1L1JLsaeexgF/t0/keo4gw11HW1O9zjwbgxHo0n4/kr1Mhlmm38WMbLJ48fm50=</latexit>

r ⌧ m
<latexit sha1_base64="cSluNg1QKv6Oekk9AESkFY7UJ+o=">AAAC9nicjVLLSsNAFD2Nr1pfVZdugkVwVVKR6rLoxmVFq0ItJUmnNTRNQjIRRfwEt7pzJ279Hf9AV/6CZ8YU1FJ0QpJzz73nPmbGiXwvkZb1mjMmJqemZ/Kzhbn5hcWl4vLKSRKmsSsabuiH8ZljJ8L3AtGQnvTFWRQLe+D44tTp7yv/6aWIEy8MjuV1JFoDuxd4Xc+1JamjXlu2iyWrbOlljoJKBkrIVj0sfuAcHYRwkWIAgQCS2IeNhE8TFViIyLVwQy4m8rRf4BYFalNGCUbYZPv89mg1MzagrXImWu2yis83ptLEBjUh42JiVc3U/lRnVuy43Dc6p+rtmn8nyzUgK3FB9i/dMPK/OjWLRBe7egaPM0WaUdO5WZZU74rq3Pw2lWSGiJzCHfpjYlcrh/tsak2iZ1d7a2v/m45UrLLdLDbFu+5y/HwOK4e0VV2HEaq3Ai9E5ffxj4KTrXKlWq4ebpdqe9nVyGMN69jk+e+ghgPU0WC1Hu5wjwfjyng0noznr1Ajl2lW8WMZL58hO5pc</latexit>gt

<latexit sha1_base64="kKx+iD3GGp+mvdPd0lDRCmMORsg=">AAAC9nicjVLLSsNAFD3GV62vqks3wSK4KqlIdSm60GVFW4VaSpJOa2iahGQiSvET3OrOnbj1d/wDXfkLnhlT8EHRCUnOPfee+5gZJ/K9RFrWy5gxPjE5NZ2byc/OzS8sFpaW60mYxq6ouaEfxmeOnQjfC0RNetIXZ1Es7L7ji1Ont6/8p5ciTrwwOJHXkWj27W7gdTzXlqSOD1qyVShaJUsv8zcoZ6CIbFXDwjvO0UYIFyn6EAggiX3YSPg0UIaFiFwTA3Ixkaf9AjfIU5sySjDCJtvjt0urkbEBbZUz0WqXVXy+MZUm1qkJGRcTq2qm9qc6s2JH5R7onKq3a/6dLFefrMQF2b90w8j/6tQsEh3s6Bk8zhRpRk3nZllSvSuqc/PLVJIZInIKt+mPiV2tHO6zqTWJnl3tra39rzpSscp2s9gUb7rL0fM5rBzSVnUdRqje8rwQ5Z/H/xvUN0vlSqlytFXc3cuuRg6rWMMGz38buzhEFTVW6+IWd7g3rowH49F4+gw1xjLNCr4t4/kDzuyaPA==</latexit>

Gt

[1] J. Zhao, et. al., Galore: Memory-efficient LLM training by gradient low-rank projection, ICML 2024

• In practice，𝑚 is 10% ∼ 10&，𝑟 is 10' ∼ 10(；when gradient       has a low rank，   is a good 
gradient estimator

<latexit sha1_base64="kKx+iD3GGp+mvdPd0lDRCmMORsg=">AAAC9nicjVLLSsNAFD3GV62vqks3wSK4KqlIdSm60GVFW4VaSpJOa2iahGQiSvET3OrOnbj1d/wDXfkLnhlT8EHRCUnOPfee+5gZJ/K9RFrWy5gxPjE5NZ2byc/OzS8sFpaW60mYxq6ouaEfxmeOnQjfC0RNetIXZ1Es7L7ji1Ont6/8p5ciTrwwOJHXkWj27W7gdTzXlqSOD1qyVShaJUsv8zcoZ6CIbFXDwjvO0UYIFyn6EAggiX3YSPg0UIaFiFwTA3Ixkaf9AjfIU5sySjDCJtvjt0urkbEBbZUz0WqXVXy+MZUm1qkJGRcTq2qm9qc6s2JH5R7onKq3a/6dLFefrMQF2b90w8j/6tQsEh3s6Bk8zhRpRk3nZllSvSuqc/PLVJIZInIKt+mPiV2tHO6zqTWJnl3tra39rzpSscp2s9gUb7rL0fM5rBzSVnUdRqje8rwQ5Z/H/xvUN0vlSqlytFXc3cuuRg6rWMMGz38buzhEFTVW6+IWd7g3rowH49F4+gw1xjLNCr4t4/kDzuyaPA==</latexit>

Gt
<latexit sha1_base64="cSluNg1QKv6Oekk9AESkFY7UJ+o=">AAAC9nicjVLLSsNAFD2Nr1pfVZdugkVwVVKR6rLoxmVFq0ItJUmnNTRNQjIRRfwEt7pzJ279Hf9AV/6CZ8YU1FJ0QpJzz73nPmbGiXwvkZb1mjMmJqemZ/Kzhbn5hcWl4vLKSRKmsSsabuiH8ZljJ8L3AtGQnvTFWRQLe+D44tTp7yv/6aWIEy8MjuV1JFoDuxd4Xc+1JamjXlu2iyWrbOlljoJKBkrIVj0sfuAcHYRwkWIAgQCS2IeNhE8TFViIyLVwQy4m8rRf4BYFalNGCUbYZPv89mg1MzagrXImWu2yis83ptLEBjUh42JiVc3U/lRnVuy43Dc6p+rtmn8nyzUgK3FB9i/dMPK/OjWLRBe7egaPM0WaUdO5WZZU74rq3Pw2lWSGiJzCHfpjYlcrh/tsak2iZ1d7a2v/m45UrLLdLDbFu+5y/HwOK4e0VV2HEaq3Ai9E5ffxj4KTrXKlWq4ebpdqe9nVyGMN69jk+e+ghgPU0WC1Hu5wjwfjyng0noznr1Ajl2lW8WMZL58hO5pc</latexit>gt
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GaLore: Gradient Low-Rank Projection

< 19 >

• Low-rank optimizer states: 
<latexit sha1_base64="Y4IK9HBZNILgjNabAfw6QC/WTCI=">AAAEVXicjVJda9RAFL3prrWuH93qoy+Di9IiXZJF2r4IRR/0cQW3LTQ1TCaza2iSiTOTwhLy9/wL4j9QEHzSN8E74xR2sy11QpI7595zzr2TxGWWKu37X721TvfW+u2NO7279+4/2OxvPTxSopKMT5jIhDyJqeJZWvCJTnXGT0rJaR5n/Dg+f23yxxdcqlQU7/W85Gc5nRXpNGVUIxRteVEYiyxR8xxf9ayJNHn2kixiY8Q+hFqUS+gbUxmGvUUsd+ztYDeMuaZRsNNK13o3aMhz4tJkxbuleNFWHO200suKoysURSL0jUZhwjNNjVxj/Eg4lZTV4YzmOW3qUH2Sum43Zm15qdJMFM0VPvY4elF/4A99u8hqELhgAG6NRf8nhJCAAAYV5MChAI1xBhQUXqcQgA8lYmdQIyYxSm2eQwM95FZYxbGCInqOzxnuTh1a4N5oKstm6JLhLZFJ4ClyBNZJjI0bsfnKKhv0Ou3aapre5viOnVaOqIaPiN7Eu6z8X56ZRcMUDuwMKc5UWsRMx5xKZU/FdE4WptKoUCJm4gTzEmNmmZfnTCxH2dnN2VKb/2YrDWr2zNVW8N12ef18MToL3BvfGCtMb+aHCNqffzU4Gg2DveHeuxeDw1fu19iAx/AEtvH778MhvIUxTIB5n70f3i/vd+dL50+3213/V7rmOc4jWFrdzb/sSx3G</latexit>

gt = P>
t Gt

mt = (1� �1)mt�1 + �1gt

vt = (1� �2)vt�1 + �2gt � gt

�t =
�

p
vt + ✏

�mt

dims r x n

dims r x n

dims r x n

dims r x n

• Parameter updates: 
<latexit sha1_base64="WpSkq2IOhfDraPjzo7ygz0aRkRY=">AAADTXicjVLLattAFD1RXq7zctNlNyImEAgxUghpNoHQbrp0oU4McTCSPElERhohjQrG+Nf6C11330W6aLvqrpSeGctQx4RkhKR7zz3nPmYmzGRcaM/7uuAsLi2vrNZe1NfWNza3Gi+3zwtV5pHoREqqvBsGhZBxKjo61lJ0s1wESSjFRXj3zsQvPom8iFX6UQ8zcZUEN2l8HUeBJtRvdHuhkoNimPA36o77I73vj91Tdw4euwczYHsCzmC9gZA6mAT6jabX8uxy5w2/MpqoVls1fqGHARQilEggkELTlghQ8LmEDw8ZsSuMiOW0YhsXGKNObUmWICMgesfvDb3LCk3pm5yFVUesIvnmVLrYpUaRl9M21VwbL21mgz6We2Rzmt6G/IdVroSoxi3Rp3RT5nN1ZhaNa5zYGWLOlFnETBdVWUq7K6Zz97+pNDNkxIw9YDynHVnldJ9dqyns7GZvAxu/t0yDGj+quCW+2y4fny9kZUXf1A3JML3VeSH8h8c/b5wftvzj1vGHo+bZ2+pq1PAaO9jj+b/BGd6jjQ6rfcY3/MBP54vz2/nj/J1QnYVK8woza3H1H0Odvgo=</latexit>

Xt+1 = Xt � P t�t dims m x n

• Memory cost: Model      , Gradient     , Projection     , OptStates           and activations <latexit sha1_base64="RH4bl9YXmVO5W8WVYQb4DnF2m9o=">AAADAXicjVK7SsRAFD3G9/patbQJLoLVkhVZLUUbSwVXF3yRZEcNJpkwmQjLYuVP2GpnJ7Z+iX+glb/gmTGCD0QnJLn33HPuY2aCLI5y7XlPfU7/wODQ8MhoZWx8YnKqOj2zm8tChaIVyliqduDnIo5S0dKRjkU7U8JPgljsBecbJr53IVQeyXRHdzNxmPinaXQShb4mdHQQyLiTdxP+eu3L42rNq3t2uT+NRmnUUK4tWX3FATqQCFEggUAKTTuGj5zPPhrwkBE7RI+YohXZuMAlKtQWZAkyfKLn/J7S2y/RlL7JmVt1yCoxX0WliwVqJHmKtqnm2nhhMxv0t9w9m9P01uU/KHMlRDXOiP6l+2D+V2dm0TjBqp0h4kyZRcx0YZmlsLtiOnc/TaWZISNm7A7jinZolR/77FpNbmc3e+vb+LNlGtT4Yckt8GK7/H2+gJUlfVM3IMP0VuGFaHw//p/G7lK90aw3t5dra+vl1RjBHOaxyPNfwRo2sYUWqylc4wa3zpVz59w7D+9Up6/UzOLLch7fANk9n3M=</latexit>

X
<latexit sha1_base64="wRx9WqDKm1mGWDV/lr8FEX+CDqI=">AAADAXicjVK7SsRAFD3G9/patbQJLoLVkhVZLUULLRVcFXyRZEcNJpkwmQjLYuVP2GpnJ7Z+iX+glb/gmTGCD0QnJLn33HPuY2aCLI5y7XlPPU5vX//A4NBwZWR0bHyiOjm1k8tChaIVyliqvcDPRRyloqUjHYu9TAk/CWKxG5yvmfjuhVB5JNNt3cnEYeKfptFJFPqa0NFBION23kn4665fHldrXt2zy/1pNEqjhnJtyuorDtCGRIgCCQRSaNoxfOR89tGAh4zYIbrEFK3IxgUuUaG2IEuQ4RM95/eU3n6JpvRNztyqQ1aJ+SoqXcxRI8lTtE0118YLm9mgv+Xu2pymtw7/QZkrIapxRvQv3Qfzvzozi8YJlu0MEWfKLGKmC8sshd0V07n7aSrNDBkxY7cZV7RDq/zYZ9dqcju72Vvfxp8t06DGD0tugRfb5e/zBaws6Zu6ARmmtwovROP78f80dhbqjWa9ubVYW1ktr8YQZjCLeZ7/ElawgU20WE3hGje4da6cO+feeXinOj2lZhpflvP4Bq2cn2I=</latexit>

G
<latexit sha1_base64="hymJtHkrTDLO77DBEN2Z/8zuu/k=">AAADAXicjVK7SsRAFD3G9/patbQJLoLVkhVZLUUbyxVcFXyRZEcNJpkwmQjLYuVP2GpnJ7Z+iX+glb/gmTGCD0QnJLn33HPuY2aCLI5y7XlPfU7/wODQ8MhoZWx8YnKqOj2zk8tChaIdyliqvcDPRRyloq0jHYu9TAk/CWKxG5xvmPjuhVB5JNNt3c3EYeKfptFJFPqa0NFBIONO3k3467Uuj6s1r+7Z5f40GqVRQ7lasvqKA3QgEaJAAoEUmnYMHzmffTTgISN2iB4xRSuycYFLVKgtyBJk+ETP+T2lt1+iKX2TM7fqkFVivopKFwvUSPIUbVPNtfHCZjbob7l7Nqfprct/UOZKiGqcEf1L98H8r87MonGCVTtDxJkyi5jpwjJLYXfFdO5+mkozQ0bM2B3GFe3QKj/22bWa3M5u9ta38WfLNKjxw5Jb4MV2+ft8AStL+qZuQIbprcIL0fh+/D+NnaV6o1lvbi3X1tbLqzGCOcxjkee/gjVsooU2qylc4wa3zpVz59w7D+9Up6/UzOLLch7fAMS1n2s=</latexit>

P
<latexit sha1_base64="Uiy2FFrjHMOjpcQBWULLVYZ/Rxw=">AAADE3icjVLLSsNAFD3GV62vqktBgkVwISUVqS5FNy4rWBVUJElHDSaZkEyEUrrzF/wJt7pzJ279AP9AV/6CZ8YIPhCdkOTcc++5j5nxkjDIlOM89Vn9A4NDw6WR8ujY+MRkZWp6N5N56ouWL0OZ7ntuJsIgFi0VqFDsJ6lwIy8Ue975pvbvXYg0C2S8ozqJOIrc0zg4CXxXkTquzB16MmxnnYi/btRbsj/bF73jStWpOWbZP0G9AFUUqykrrzhEGxI+ckQQiKGIQ7jI+BygDgcJuSN0yaVEgfEL9FCmNmeUYIRL9pzfU1oHBRvT1jkzo/ZZJeSbUmljgRrJuJRYV7ONPzeZNftb7q7JqXvr8O8VuSKyCmdk/9J9RP5Xp2dROMGamSHgTIlh9HR+kSU3u6I7tz9NpZghIadxm/6U2DfKj322jSYzs+u9dY3/2URqVtt+EZvjxXT5+3weK0vauq7HCN1bmRei/v34f4Ld5Vq9UWtsr1TXN4qrUcIs5rHI81/FOrbQRIvVLnGNG9xaV9addW89vIdafYVmBl+W9fgGuoympg==</latexit>m,v

trivial memory cost

Simplified as
<latexit sha1_base64="mTrVToZePdq6N55z5J3LeItv0kc=">AAADgHicjVJdS9xAFL3ZtNWu/VjtQx/6MnURtgjbRERFKCz60D6u4OqCsUuSHTWYZMJkIiwhv8Bf2H/QPhX/gWdms7DrIu2EJPeee879mJkgi6NcOc4vq2G/ePlqZfV1c+3N23fvW+sbZ7koZMgHoYiFHAZ+zuMo5QMVqZgPM8n9JIj5eXB7rOPnd1zmkUhP1STjl4l/nUZXUegrQKPWfemZJKXk48oLRDzOJwl+5bAalWrbrdg3tgRXbHsB7E/BeciTN6LqLJJ+ekpkmjkPf59qv7CqOWq1na5jFls23NpoU736ovWXPBqToJAKSohTSgp2TD7leC7IJYcyYJdUApOwIhPnVFET2gIsDoYP9Bbfa3gXNZrC1zlzow5RJcYroWS0BY0AT8LW1ZiJFyazRp/LXZqcurcJ/kGdKwGq6Abov3Qz5v/q9CyKrujAzBBhpswgerqwzlKYXdGds7mpFDJkwLQ9RlzCDo1yts/MaHIzu95b38R/G6ZGtR/W3IL+mC6fny9AZQFf1w3A0L3pC+E+Pf5l42yn6+519052272j+mqs0ifapA7Of5969IP6NEC1B+ujxazPdsPu2F9td0ptWLXmAy0s+/ARWg7N0g==</latexit>

Xt+1 = Xt + P t⇢(P
>
t Gt)

J. Zhao, et. al., Galore: Memory-efficient LLM training by gradient low-rank projection, ICML 2024
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Updating optimizer states via low-rank projected gradients

< 20 >

• How to achieve the low-rank projection matrix?  Singular Value Decomposition! 

Select the dominant top-r columns

<latexit sha1_base64="Wvw0NowsjWUPgmZL6utAPAPoNkA=">AAADD3icjVLLTttAFD2YlkLa0gC7dmMRVeoqciqUdonaDUtADSCRNPI4k2SEXxqPK6EoEr/Qn+i27Lqr2PIJ/AGs+IWemRoJiKJ2LNvnnnvPfcyMyGNVmCC4WvAWnzxdera8Unv+4uXqq/ra+kGRlTqSnSiLM30kwkLGKpUdo0wsj3Itw0TE8lCcfLb+w29SFypLv5jTXPaScJSqoYpCQ6pff91Vqd9NQjMWYrI//TpJukYlsvD1tF9vBM3ALX8WtCrQQLV2s/otuhggQ4QSCSRSGOIYIQo+x2ghQE6uhwk5TaScX2KKGrUloyQjQrIn/I5oHVdsStvmLJw6YpWYr6bSx1tqMsZpYlvNd/7SZbbsvNwTl9P2dsq/qHIlZA3GZP+lu4v8X52dxWCIj24GxZlyx9jpoipL6XbFdu7fm8owQ07O4gH9mjhyyrt99p2mcLPbvQ2d/9pFWtbaURVb4sZ1OX8+wcoZbVtXMML2VuOFaD0+/llw8L7Zajfbe1uN7U/V1VjGG2ziHc//A7axg110WO0MP/AT595375f327v4G+otVJoNPFje5R+zXaRz</latexit>

2 Rm⇥r

<latexit sha1_base64="NSlb3s8YcwkW565TpQhAub60L/U=">AAADCXicjVLLSsNAFD3Gd33Vx85NsAi6KalIdSm6cVnBquCLJB01mGRCMhFq6Rf4E251507c+hX+ga78Bc+MEXwgOiHJveeecx8z4yVhkCnHeeqxevv6BwaHhksjo2PjE+XJqZ1M5qkvmr4MZbrnuZkIg1g0VaBCsZekwo28UOx65xs6vnsh0iyQ8bZqJ+Iwck/j4CTwXUXouDxz4MmwlbUj/jqN7lFnQS12j8sVp+qYZf80aoVRQbEasvyKA7Qg4SNHBIEYinYIFxmffdTgICF2iA6xlFZg4gJdlKjNyRJkuETP+T2lt1+gMX2dMzNqn1VCvimVNuapkeSltHU128Rzk1mjv+XumJy6tzb/XpErIqpwRvQv3Qfzvzo9i8IJVs0MAWdKDKKn84ssudkV3bn9aSrFDAkxbbcYT2n7Rvmxz7bRZGZ2vbeuiT8bpka17xfcHC+my9/n81hZ0td1PTJ0byVeiNr34/9p7CxVa/VqfWu5srZeXI0hzGIOCzz/FaxhEw00We0S17jBrXVl3Vn31sM71eopNNP4sqzHN8/ZofM=</latexit>

P (t)

Yutong He,  Kun Yuan, et. al., Subspace Optimization for Large Language Models with Convergence Guarantees, ICML 2025

• Low-rank training: 
<latexit sha1_base64="3E+b4kEjigk7z/wV7JLiLaaQ4fs=">AAADdXicjVJdS9xAFL3ZtHVdbbsq7UspDG5bLMKaiKgvBWkf2sctuLrg2iXJjho2yYTJRFhCwL/pHxB96mNfe2Y2wq6L6IQk9557zv2YGT+Nwkw5zrVVs1+8fLVQX2wsLb9+87a5snqUiVwGvBuISMie72U8ChPeVaGKeC+V3Iv9iB/7ox86fnzJZRaK5FCNU34ae+dJeBYGngI0aF4VfV9Ew2wc41f0ykGhNt2SfWNzcMk2Z8DOBJyG+vJClBuzpD99JVLNnIZ/TrRfWdkYNFtO2zGLzRtuZbSoWh3R/Et9GpKggHKKiVNCCnZEHmV4Tsglh1Jgp1QAk7BCE+dUUgPaHCwOhgd0hO85vJMKTeDrnJlRB6gS4ZVQMvoMjQBPwtbVmInnJrNGH8tdmJy6tzH+fpUrBqroAuhTunvmc3V6FkVntG9mCDFTahA9XVBlyc2u6M7Z1FQKGVJg2h4iLmEHRnm/z8xoMjO73lvPxG8NU6PaDypuTnemy8fn81FZwNd1fTB0b/pCuA+Pf9442m67u+3d3zutg+/V1ajTB1qnDZz/Hh3QL+pQF9VurGXrnfW+9s/+aH+yv0yoNavSrNHMsrf+A2W7ybU=</latexit>

Xt+1 = Xt + P t⇢(P
>
t Gt)
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Updating optimizer states via low-rank projected gradients

< 21 >

• It is computationally expensive to perform SVD in each iteration 

• Lazy-SVD: perform SVD every 𝜏 iterations；using the same projector otherwise [1]

<latexit sha1_base64="PUQDRW1RfU6FYKNVZwZjMyt4d+U=">AAADsXicjVJdb9MwFL1Z+BjlYx088mKtAY0HqhTQxgvSBEjssQPaDS1TsR23tZrEke0wqij/jD/CP4An/gLXJkUb0wBHSa7PPef4XtuszKSxcfw1WAuvXL12ff1G5+at23c2upt3x0ZVmosRV5nSR4wakclCjKy0mTgqtaA5y8QhW7xy+cNPQhupivd2WYqTnM4KOZWcWoQm3S8JEzNZ1Bw9TNNJmMpSs8zxVw+biSVJJqaWaq1OSZJTO9d5/W78utk+S3yDxEfkIRKY+lzLKYlsRHKVkiixtIpI9CKOGpIkf3c/n6vt40Hz21PZudCn0gisUBTpqtpJtxf3Yz/IxWDQBj1ox1B1f0ACKSjgUEEOAgqwGGdAweBzDAOIoUTsBGrENEbS5wU00EFthSyBDIroAr8znB23aIFz52m8muMqGb4alQQeoEYhT2PsViM+X3lnh17mXXtPV9sS/6z1yhG1MEf0X7oV8391rhcLU3jue5DYU+kR1x1vXSq/K65ycqYriw4lYi5OMa8x5l652mfiNcb37vaW+vw3z3Som/OWW8F3X+Xl/TFcWeHcrcuQ4WpzF2Lw5/FfDMZP+oOd/s7Bs97ey/ZqrMN92IJtPP9d2IN9GMIIeLAV7AcHwdvwafgh/BiyX9S1oNXcg3MjXPwEjY3dRA==</latexit>(
P t  SVD(Gt) if t mod ⌧ = 0

P t  P t�1 otherwise

Low-rank training algorithm based on lazy-SVD (GaLore)

<latexit sha1_base64="3E+b4kEjigk7z/wV7JLiLaaQ4fs=">AAADdXicjVJdS9xAFL3ZtHVdbbsq7UspDG5bLMKaiKgvBWkf2sctuLrg2iXJjho2yYTJRFhCwL/pHxB96mNfe2Y2wq6L6IQk9557zv2YGT+Nwkw5zrVVs1+8fLVQX2wsLb9+87a5snqUiVwGvBuISMie72U8ChPeVaGKeC+V3Iv9iB/7ox86fnzJZRaK5FCNU34ae+dJeBYGngI0aF4VfV9Ew2wc41f0ykGhNt2SfWNzcMk2Z8DOBJyG+vJClBuzpD99JVLNnIZ/TrRfWdkYNFtO2zGLzRtuZbSoWh3R/Et9GpKggHKKiVNCCnZEHmV4Tsglh1Jgp1QAk7BCE+dUUgPaHCwOhgd0hO85vJMKTeDrnJlRB6gS4ZVQMvoMjQBPwtbVmInnJrNGH8tdmJy6tzH+fpUrBqroAuhTunvmc3V6FkVntG9mCDFTahA9XVBlyc2u6M7Z1FQKGVJg2h4iLmEHRnm/z8xoMjO73lvPxG8NU6PaDypuTnemy8fn81FZwNd1fTB0b/pCuA+Pf9442m67u+3d3zutg+/V1ajTB1qnDZz/Hh3QL+pQF9VurGXrnfW+9s/+aH+yv0yoNavSrNHMsrf+A2W7ybU=</latexit>

Xt+1 = Xt + P t⇢(P
>
t Gt)

• Applying SVD every	𝜏	steps reduces the computation cost.

[1] J. Zhao, et. al., Galore: Memory-efficient LLM training by gradient low-rank projection, ICML 2024
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GaLore: Gradient Low-Rank Projection Algorithm

< 22 >

Pretraining LLaMA on C4 dataset [1]

[1] J. Zhao, et. al., Galore: Memory-efficient LLM training by gradient low-rank projection, ICML 2024

GaLore achieves significant memory saving with under 0.5% performance loss

Does GaLore guarantee convergence to a local minimum or stationary point?



Center of Machine Learning Research

GaLore does not always converge! SVD projection introduces issues

< 23 >

All gradient information is lost !

When gradient noise dominates the stochastic gradient, SVD captures noise-dominated subspace!
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Is noise-dominance a common case？Yes！

< 24 >

Noise dominates when 
approaching the local minimum

grad

noise

grad
noise

Gradient dominates 
during the initial stages
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Theoretical flaws of SVD projection: Counterexample construction

< 25 >

GaLore does NOT converge 
to desired solutions 

<latexit sha1_base64="qMvOdg+iNg23Q34CZPUPm8JvVx0=">AAAFTHicjVFRbxw1EHaSa9oetKTksSCNmkW6k47o7ioVVCEUoKJ9qFBBTRspTiKvd/bWZNfe2N4qx+Ve+Xm8VvwDeOgbbwipY9+GpImi1qdbjz/P983M57QulfPD4Z9Lyyuda6vXb9zsfvTxrdufrN359IUzjZW4LU1p7E4qHJZK47ZXvsSd2qKo0hJfpoc/hPuXr9A6ZfRzP61xrxITrXIlhSfo4M7y71wbpTPUnns89mk+e16gsVhB7yejv5RGE32CWiKYHB6Lp3TXfzgHyrIIeEwtOhAaTPorSq9eIeSNlkEckhweAq+EL9J09st8PwPuzTkgAUdduHyq9AS+c66p6sBzMCLBDMYDEOC8kYVwXkmYWJEp6hOMFbJESHo/DuBR/woVuD8IbSmtvBIl1DSkh4SnpszctKJtdjzfn/WG/Tlwpd9pMxnE+gJoeOdF5GHtVEmGDeFbGFLJRhbgC+EhN5ayp2CFPoTEHnAsS/iG9JTmsyoeB6Djzuek7JrU1YLcpLH0JPScWzxqyOAplfGiidWnYGiKSv2GllBbmGRRTem6CX6fyZy5koMrRI3/N8FJAF1bO4kjmcZf5Dd1JjxCpiwuXo10fIFkaoULwYUbp3MmPjowAOWhCGbGxrpdvgv8hGuRlgLy3iWffX/e5ycH4/0x8AkewZmhm8D3ut2DtY3h5jAuuByM2mCDteuZWXvNOMuYYZI1rGLINPMUl0wwR79dNmJDVhO2x2aEWYpUvEc2Z13iNpSFlCEIPaTvhE67LarpHDRdZEuqUtLfEhPYF8QxlGcpDtUg3jdROaBXac+iZuhtSnvaalWEelYQ+j7eaeaH8sIsnuXs6ziDopnqiITpZKvSRFdC53BuKk8KNWEhzujeUiwj89RniBwXZw/einj/V8wMaDjLNrdhf4cu6YFHF5/zcvBivDl6sPng5/HG1vftU99gd9k91qP3/IptsSfsGdtmcvnNyvrKZyufd/7o/NP5t/PfInV5qeWss3fWtdW3SfZ0AQ==</latexit>

Theorem (Non-convergence of GaLore): There exists an objective func-
tion f : Rd ! R satisfying Assumptions 1 and 2, a stochastic gradient oracle
(F,D) satisfying Assumption 3, an initial point x(0) 2 Rd, and a constant ✏0 > 0
such that for any rank r` < min{m`, n`}, subspace changing frequency ⌧ , any
optimizer ⇢ that inputs a subspace gradient of shape r` ⇥ n` and outputs a
subspace update direction of the same shape, and for any t > 0, it holds that

krf(x(t))k22 � ✏0.

[1] Yutong He, Kun Yuan et al., Subspace Optimization for Large Language Models with Convergence 
Guarantees, ICML 2025
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GoLore: Subspace training based on random projection

< 26 >

• Gradient random Low-rank projection (GoLore) randomly projects the gradient via

<latexit sha1_base64="N0MLPK6H0Iwa++r8jOTwh/GhuWs=">AAADHnicjVHNTtwwGBxCWyj9YYFjL1ZXlehlla0QcEFCIKDHRerCos2CHK8XIpI4chwkFO278Cbceqs4Qh+gUrnAK/SzCRKwqsBRkvF8M2N/dpjFUW58//eYN/7q9ZuJybdT795/+Dhdm5ndyVWhhWwLFSvdCXku4yiVbROZWHYyLXkSxnI3PF639d0TqfNIpT/MaSZ7CT9Mo0EkuCHqoLYXJNwchWG5Mey2WvuBURnb6rEVNsr3WCD6yjys3CkHmotSD8tkyIKUhzFnm/Odrwe1ut/w3WCjoFmBOqrRUrVLBOhDQaBAAokUhnAMjpyeLprwkRHXQ0mcJhS5usQQU+QtSCVJwYk9pu8hzboVm9LcZubOLWiVmF5NToYv5FGk04TtaszVC5ds2f9lly7T7u2U/mGVlRBrcETsc7575Ut9theDAZZdDxH1lDnGdieqlMKdit05e9CVoYSMOIv7VNeEhXPenzNzntz1bs+Wu/pfp7SsnYtKW+Da7pIuuPn0OkfBzrdGc7GxuL1QX12rrnoSn/AZ83SfS1jFd7TQpuxz/MENbr0z76f3y7u4k3pjlWcOj4Z39Q80UbKG</latexit>

E[PP>G] = E[PP>] · E[G] =
r

m
rF (X)

The low-rank randomized projected gradient is an unbiased estimate of the true gradient
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GoLore’s theoretical convergence guarantee

< 27 >

• GoLore is guaranteed to converge at a rate of .

<latexit sha1_base64="L9+bdC7Fg9lX0OIN9x1dnVgIK+s=">AAAFTXicjVFNbxMxEHXTQEv4aoEbAo1okBKRtslWtKVSJT4FBxBFJFApbiLvxptY3Y/U9tJWW5/5eRwR/wAu3LghxNjZSkCLwKvdHb95bzxv7I8joXSz+WmqNF0+c3Zm9lzl/IWLly7PzV95o9JMBrwTpFEqt32meCQS3tFCR3x7LDmL/Yi/9Xcf2fzbd1wqkSZtfTjmOzEbJiIUAdMI9edL72mSimTAE001P9B+mLdHPJU8htqjNEHpkCcBB8k0hzSEp+lzTNY3DHRQJOGBUlk8trUUtBZXGhCmElhyCNU20CHfAw/uQMtbX66t0MwqbKM5HfBIM1PHXA2TVIlhzOo9b7l2j6o9qfOTXPOcPrZBvdoomoBMiWQIKmZRtOgzHYxA6TQYMaVFAEPJBgJdKexmAC9eP30M+0KP4MUWBIUvTKlKhXYrNJQsyFsmbxuKdvq53myaXt5ebBkaMz3y/fyJoREPdZce0YT5EYOwRv00GqjDGH/5AdJrum7q9Kjv9TwqxXCkd2ATnD5gUf5yUqA2OaswY04x2svvLnumbXA2xSx+VUxG1fNOV645pZkcX29U6A76O75f2B9xnFp1Ugh7O8VCEy3AIlCRhP3896z5k16vutFWTzYCG9a4SPqUR9Gkfeli7Bphmsdu1ygIxlSXKv25heZS0y04GbSKYIEUayud+0goGZCUBCQjMeEkIRrjiDCi8OmSFmmSMWI7JEdMYiRcnhNDKqjNkMWRwRDdxe8Qd90CTXBvayqnDvCUCF+JSiC3UZMiT2JsTwOXz1xli/6tdu5q2t4O8e8XtWJENRkh+i/dMfN/ddaLJiFZdx4Eeho7xLoLiiqZm4rtHH5xpbHCGDEbDzAvMQ6c8njO4DTKebezZS7/2TEtavdBwc3IF9slXnDrz+s8GbzxllqrS6uvvIX7D4urniXXyS1Sw/tcI/fJM7JFOiQofZ2+Nn1j+mb5Q/lb+Xv5x4Ramio0V8lv68zMT8OUfEA=</latexit>

Theorem (Convergence rate of GoLore): Under Assumptions 1-3, for any
T � 2 + 128/(3�) + (128�)2/(9

p
�L�), GoLore using small-batch stochastic

gradients and MSGD with MP converges as

1

T

T�1X

t=0

E
h
krf(x(t))k22

i
= O

 
L�

�5/2T
+

s
L��2

�7/2T

!
,

where � = f(x(0))� infx f(x) and � := min`
r`

min{m`,n`} .

• Adam converges at , implying low-rank projection keeps the convergence order
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A hybrid strategy: random projection + SVD

< 28 >

• SVD projection is preferred in initial stages: effectively capture gradient information

• Random projection is preferred when approaching solutions: avoid losing gradient information

GoLore@x% = GaLore (first (100-x)% iters) + GoLore (last x% iters)
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Experimental results on fine-tuning

< 29 >

Fine-tuning LLaMA2-7B on WinoGrande:Pre-train LLaM2-60M on C4
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Experimental results on fine-tuning

< 30 >

• Fine-tuning RoBERTa-Base on the GLUE benchmark:

• GoLore shows superior performance than GaLore in the above experiments.
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Experimental results on pretraining benchmark

< 31 >

PPL degrades 0.77% Optimizer states saved 70.7%

RSO/GoLore

[1] Yiming Chen, Kun Yuan et al., A Memory Efficient Randomized Subspace Optimization Method For Training Large Language Models, ICML 2025
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Summary

< 32 >

• LLM memory: parameters, gradients, optimizer states, activations

• LLM gradients exhibit significant low-rank structures

• Core idea: Use low-rank gradients to compute optimizer states, saving memory

• Random Stiefel manifold projection overcomes the bias in SVD projection

• Benefits: <1% performance loss, saves ~70% optimizer memory.

<latexit sha1_base64="MTl8nGfqOmgUVI2huRP+rqH4JUs=">AAADE3icjVLLTttAFD0xtITQh9sukSqrUaWuIqeqaJdRu2iXAZGARELkMRMYxS/ZY6Qoyq6/0J/olu7YoW75AP4AVvxCzwyO1BYhGMv2uefecx8zI7JIFdr3L2rO0vKjxyv11cbak6fPnrsvXvaLtMxD2QvTKM13RVDISCWyp5WO5G6WyyAWkdwRky/Gv3Ms80KlybaeZnIYB4eJGqsw0KRG7uuvI+0NVOIN4kAfCTHbmu/P4oFWsSy8ZD5ym37Lt8u7DdoVaKJa3dS9xgAHSBGiRAyJBJo4QoCCzx7a8JGRG2JGLidS1i8xR4PaklGSEQHZCb+HtPYqNqFtchZWHbJKxDen0sNbalLG5cSmmmf9pc1s2Ltyz2xO09uUf1HlislqHJG9T7eIfKjOzKIxxic7g+JMmWXMdGGVpbS7Yjr3/ppKM0NGzuAD+nPi0CoX++xZTWFnN3sbWP+ljTSsscMqtsSV7fLu+QQrp7RNXcEI01uDF6L9//HfBv33rfZGa2PzQ7PzuboadazjDd7x/D+ig2/oosdq3/ETJ/jl/HBOnTPn902oU6s0r/DPcs7/AIjwpdE=</latexit>

Gt 2 Rm⇥n
<latexit sha1_base64="0q9X0C0C3dsmKHfnpndUIhIvXV8=">AAAC/3icjVLLSsNAFD2Nr1pfVZdugkVwVVKR6rLoQpcVrBasliSOGkwzIZkIpbjwJ9zqzp249VP8A135C54ZI/hAdEKSc8+95z5mxovDIFWO81SwhoZHRseK46WJyanpmfLs3F4qs8QXLV+GMml7birCIBItFahQtONEuD0vFPve+ab271+IJA1ktKv6sTjsuadRcBL4riLVaXbVUUfJ2N7qqm654lQds+yfoJaDCvLVlOVXdHAMCR8ZehCIoIhDuEj5HKAGBzG5QwzIJUSB8QtcokRtxijBCJfsOb+ntA5yNqKtc6ZG7bNKyDeh0sYSNZJxCbGuZht/ZjJr9rfcA5NT99bn38tz9cgqnJH9S/cR+V+dnkXhBOtmhoAzxYbR0/l5lszsiu7c/jSVYoaYnMbH9CfEvlF+7LNtNKmZXe+ta/zPJlKz2vbz2Awvpsvf5/NYWdLWdT1G6N5KvBC178f/E+ytVGv1an1ntdLYyK9GEQtYxDLPfw0NbKOJFqvFuMYNbq0r6866tx7eQ61CrpnHl2U9vgG6D53m</latexit>

P>
t Gt

<latexit sha1_base64="IUCfpkbZHoIOf5ARdG0wLKvJFeI=">AAADI3icjVLLbtQwFD0NhZbhNYUlG4sREqtRBlVTNpUqWMByQExbqWlHcepOrSZx5DhI1Wj+or/AT7Btd+wQGxbsYcUvcGxSqVBVxVGSc8+95z5syyrXtYvjbwvRjcWbt5aWb3fu3L13/0F35eFmbRqbqXFmcmO3ZVqrXJdq7LTL1XZlVVrIXG3Jo1fev/VB2Vqb8r07rtRukU5LfaCz1JGadPvTiRPrYjRxe4kzlXhNM9GlSIrUHUo5ezffm1mROF2oWpTzSbcX9+OwxGUwaEEP7RqZ7i8k2IdBhgYFFEo44hwpaj47GCBGRW4XM3KWSAe/whwdahtGKUakZI/4ndLaadmSts9ZB3XGKjlfS6XAU2oM4yyxryaCvwmZPXtV7lnI6Xs75l+2uQqyDodkr9OdR/6vzs/icIAXYQbNmarA+OmyNksTdsV3Li5M5ZihIufxPv2WOAvK830WQVOH2f3epsH/I0R61ttZG9vgZ+jy6vkkKxvavq5khO+twwsx+Pf4L4PN5/3BsD98u9rbeNlejWU8xhM84/mvYQNvMMKY1U7wCac4iz5Gn6Mv0dc/odFCq3mEv1b0/Tf3uqud</latexit>

gt = P>
t Gt 2 Rr⇥n

Gradient projection

<latexit sha1_base64="eOr+hSncRZuVNHkCQ66Mr2hkhL8=">AAADAHicjVLLSsNAFD2Nr1pfVZdugkVwVVIRdSm60GUFW4W2liSOGkwzMZkIIm78Cbe6cydu/RP/QFf+gmfGCD4oOiHJuefecx8z48VhkCrHeS5YA4NDwyPF0dLY+MTkVHl6ppnKLPFFw5ehTPY9NxVhEImGClQo9uNEuD0vFHve6ab2752LJA1ktKsuYtHpucdRcBT4riLVqXfVQVvJ2N7qKrtbrjhVxyz7N6jloIJ81WX5DW0cQsJHhh4EIijiEC5SPi3U4CAm18EluYQoMH6BK5SozRglGOGSPeX3mFYrZyPaOmdq1D6rhHwTKm0sUCMZlxDrarbxZyazZvvlvjQ5dW8X/Ht5rh5ZhROyf+k+I/+r07MoHGHNzBBwptgwejo/z5KZXdGd21+mUswQk9P4kP6E2DfKz322jSY1s+u9dY3/xURqVtt+Hpvh1XTZfz6PlSVtXddjhO6txAtR+3n8v0FzqVpbqa7sLFfWN/KrUcQc5rHI81/FOrZRR4PVznCDW9xZ19a99WA9foRahVwzi2/LenoHNo6eEA==</latexit>

P>
t Gt

<latexit sha1_base64="NNOQpD9AB0QZyibCfLgI/OVAVyU=">AAAC93icjVLLSsNAFD2Nr1pfVZdugkVwVRKR6rLoQpcV7ANqKUk6bQfzIpkIpfgLbnXnTtz6Of6BrvwF74xTUEvRCUnOPfee+5gZN/Z5KizrNWfMzS8sLuWXCyura+sbxc2tRhplicfqXuRHSct1UubzkNUFFz5rxQlzAtdnTff6VPqbNyxJeRReilHMOoEzCHmfe46Q1FlXmN1iySpbapnTwNagBL1qUfEDV+ghgocMARhCCMI+HKT0tGHDQkxcB2PiEkJc+RluUSBtRlGMIhxir+k7IKut2ZBsmTNVao+q+PQmpDSxR5qI4hLCspqp/JnKLNlZuccqp+xtRH9X5wqIFRgS+5duEvlfnZxFoI9jNQOnmWLFyOk8nSVTuyI7N79NJShDTJzEPfInhD2lnOyzqTSpml3uraP8bypSstL2dGyGd9Xl7PlcqhyRLeu6FCF7K9CFsH8f/zRoHJTtSrlycViqnuirkccOdrFP53+EKs5RQ52qDXGHezwYI+PReDKev0KNnNZs48cyXj4BSAmaZg==</latexit>

Gt

subspace



PART 02

T. Wu, Y. He, B. Wang and K. Yuan, Mixture-of-Channels: Exploiting Sparse FFNs for Efficient LLMs Pre-Training and Inference, 
arXiv:2511.09323, 2025

Save Activation via Sparse FFN 

arXiv:2511.09323
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LLM activation memory

< 34 >

Activations are auxiliary variables stored 
for gradient computation.

LLaMA-2’s memory (context-length 256)

Activation memory is proportional to 
batch size.

[1] T. Wu, Y. He, B. Wang and K. Yuan, Mixture-of-Channels: Exploiting Sparse 
FFNs for Efficient LLMs Pre-Training and Inference, arXiv:2511.09323, 2025

LLM Memory= Param. + Grad. + Opt. State + Activation
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LLM activation memory

< 35 >

When batch size is large, activation 
memory increases sharply and dominates

Activation memory saving is more critical 
in large-batch scenarios

This section explores how to save 
activation memory

LLM Memory= Param. + Grad. + Opt. State+ Activation
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Activation memory breakdown

< 36 >

Batch size: 𝑏 
Context length: 𝑠 
Hidden dimension: 𝑑 

Multi-Head Self-Attention (MHSA): for head 𝑖, requires:
<latexit sha1_base64="uHShSHkgUQSSAKWRzvHFGZCKQ40=">AAADTHicjVHLSsNAFL1JfdZX1aUKg0VwISUVUTeC6EZwY8U+oGlDkk7boXmRmQildO3fuRX/QBfu3IngnTEBH0idkOTMueecmTvjRB7jwjAeNT03NT0zOzefX1hcWl4prK7VeJjELq26oRfGDcfm1GMBrQomPNqIYmr7jkfrzuBc1uu3NOYsDG7EMKIt3+4FrMtcWyBlFe4qFiMnpFG3Km1GTBYQ07dF33FG1+P2iBNTMJ9y0rH64z1ikstMffkfdS1T1yap81ahaJQMNchvUE5BEdJxFRYewIQOhOBCAj5QCEAg9sAGjk8TymBAhFwLRsjFiJiqUxhDHr0JqigqbGQH+O3hrJmyAc5lJlduF1fx8I3RSWAHPSHqYsRyNaLqiUqW7F/ZI5Up9zbEv5Nm+cgK6CM7yZcp/+uTvQjowrHqgWFPkWJkd26akqhTkTsnX7oSmBAhJ3EH6zFiVzmzcybKw1Xv8mxtVX9SSsnKuZtqE3iWu8QLLv+8zt+gtl8qH5YOKwfF07P0qudgA7ZhF+/zCE7hAq6gitkv2rq2qW3p9/qr/qa/f0p1LfWsw7eRm/kA48m++A==</latexit>

Qi = XW i
Q 2 Rs⇥dh , Ki = XW i

K 2 Rs⇥dh , Vi = XW i
V 2 Rs⇥dh

<latexit sha1_base64="e5Uhf6VXgrthvvJ+IyNlORRmMpY=">AAADDXicjVHLShxBFD22j4wm0Y4u3RQOAQNh6AlBswmoARlwMxMyo+BoU91TzhTTL7qqQ6SZb/BPsnMn2eYHAsGFrvUvcqvSgkZCUk1XnTr3nlN16wZZJJX2vMspZ3pmdu5JbX7h6bPni0vui+WeSos8FN0wjdL8IOBKRDIRXS11JA6yXPA4iMR+MP5g4vufRa5kmnzSp5k4ivkwkScy5Joo321t+5K9Z30tvuhyN+JqtK21SExwst7x5Wu2Z6aeL1+xvkxYP+Z6FATlx8lxqUgmY6HYwB9NfLfuNTw72GPQrEAd1Win7k/0MUCKEAViCCTQhCNwKPoO0YSHjLgjlMTlhKSNC0ywQNqCsgRlcGLHNA9pd1ixCe2Np7LqkE6J6M9JyfCSNCnl5YTNaczGC+ts2L95l9bT3O2U1qDyionVGBH7L91d5v/qTC0aJ3hna5BUU2YZU11YuRT2VczN2b2qNDlkxBk8oHhOOLTKu3dmVqNs7eZtuY3f2EzDmn1Y5Ra4NbekBjf/bOdj0HvTaG40Njpv61s7VatrWMUa1qmfm9hCC210yfsrfuAK186Zc+5cON9+pzpTlWYFD4bz/Rf7r6u2</latexit>

Ai = FlashAttention(Qi,Ki, Vi) 2 Rs⇥dh

<latexit sha1_base64="/ujrPNApKeJyvCmFR2BJyT7cAH4=">AAADJHicjVHPa9RAGH2N1db116rHXgYXwYMsiUgVitDVi7fW4nYLmzVMJtPu0CSTZiZCWfbf8T/x5k1EvHhu8ar3fjNNRV1EJyR587733sw3k1a5MjYMvywFl5YvX1lZvdq5dv3GzVvd23d2jW5qIYdC57reS7mRuSrl0Cqby72qlrxIczlKD1+4+uitrI3S5Wt7XMlJwQ9Kta8Et0Ql3WTAnrHxIIk2WCwybc0GGyTTCYtVyeKC22maznbmb2aGxVYV0rBs/pDFRw3P2BY5B2yU6EXxT20n6fbCfugHWwRRC3pox7bufkaMDBoCDQpIlLCEc3AYesaIEKIiboIZcTUh5esSc3TI25BKkoITe0jfA5qNW7akucs03i1olZzempwM98mjSVcTdqsxX298smP/lj3zmW5vx/RP26yCWIspsf/yXSj/1+d6sdjHU9+Dop4qz7juRJvS+FNxO2e/dGUpoSLO4YzqNWHhnRfnzLzH+N7d2XJfP/FKx7q5aLUNTt0u6YKjP69zEew+6kfr/fVXj3ubz9urXsUa7uEB3ecTbOIltjGk7Pf4hu/4EbwLPgQfg0/n0mCp9dzFbyP4egbHL7L+</latexit>

A = [A1; · · · ;Ah] 2 Rs⇥d
, O = AWo 2 Rs⇥d

Storing 𝑄,𝐾, 𝑉, 𝐴, 𝑂(5𝑠𝑑)；𝟓𝒃𝒔𝒅 parameters in total for batch size 𝑏

SwiGLU FFN: requires computing
<latexit sha1_base64="TfzvC/V/GnT4xQzGVg40QiFpDUo=">AAADRXiclVHLSsNAFL2J73dVdONmsAgupKQi6kYQXehSxdpCo2WSTtvBvMxMRAkB/85PEH9AdOFO3OqdMQWriDohyZlzzzkzd8aJPC6kZd0bZl//wODQ8Mjo2PjE5FRheuZEhEnssoobemFcc6hgHg9YRXLpsVoUM+o7Hqs657uqXr1kseBhcCyvI3bq03bAW9ylEqlG4WaPbJFatZHakl3JtE0lyzJi84DYPpUdx0mPsrNUEFtynwnS7ApbrSDLshViXyS0SSo9IUn0j4hGoWiVLD3Id1DOQRHycRAW7sCGJoTgQgI+MAhAIvaAgsCnDmWwIELuFFLkYkRc1xlkMIreBFUMFRTZc/y2cVbP2QDnKlNot4urePjG6CSwhJ4QdTFitRrR9UQnK/an7FRnqr1d49/Js3xkJXSQ/c3XVf7Vp3qR0IJN3QPHniLNqO7cPCXRp6J2Tj51JTEhQk7hJtZjxK52ds+ZaI/Qvauzpbr+qJWKVXM31ybwpHaJF1z+ep3fwclqqbxeWj9cK27v5Fc9DAuwCMt4nxuwDftwABXMfjDGjTlj3rw1n80X8/VDahq5ZxZ6hvn2DsPiwj8=</latexit>

G = XWgate 2 Rs⇥dffn , U = XWup 2 Rs⇥dffn

<latexit sha1_base64="+/HumndE5ZZ+QzSBsFaqQ+HOWmc=">AAADb3iclVHLTtwwFL2ZlEIplAALFpWQ1VElkKpRpqoGNogRILULFpRpGASBUeJ4BoskjmKHh6L8UH8I8Qd02T/otclIPNSXoyTH555z7GuHWcylct1bq2G/mHg5OfVq+vXM7Js5Z37hQIoip8yjIhb5YRhIFvOUeYqrmB1mOQuSMGb98Hxb1/sXLJdcpN/UdcZOkmCU8iGngUJq4HzvkQ3iK3alyh7f9aqVz6vE5ynxk0CdhWG5X52WEgU8YZJEg/JeOhymVVV9ID45QnuP+CISinj/5dxB51F/zEfiEgt/CKhaA6fptlwzyHPQrkET6rEnnBvwIQIBFApIgEEKCnEMAUh8jqENLmTInUCJXI6ImzqDCqbRW6CKoSJA9hy/I5wd12yKc50pjZviKjG+OToJvEePQF2OWK9GTL0wyZr9XXZpMvXervEf1lkJsgrOkP2bb6z8V5/uRcEQ1k0PHHvKDKO7o3VKYU5F75w86EphQoacxhHWc8TUOMfnTIxHmt712QamfmeUmtVzWmsL+KF3iRfcfnqdz8HBx1a70+p8/dTsbtVXPQVv4R2s4H2uQRe+wB54QC3H6libVrfx016yl21yL21YtWcRHg179RfOnsuU</latexit>

S = SiLU(G) 2 Rs⇥dffn , Z = S � U 2 Rs⇥dffn , D = ZWdown 2 Rs⇥d.

Storing 𝐺, 𝑈, 𝑆, 𝑍, 𝐷 with 𝒃(𝒅 + 𝟒𝒅𝐟𝐟𝐧	)𝒔 parameters (where 𝑑,,-= .
%
𝑑)
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Activation memory breakdown

< 37 >

• Activation memory: FlashAttention (FA) + FFN + RMSNorm + Residual

Activation profiling

(18.54G)

FFN activations are
2.314 times of FA’s

Saving FFN activations is 
key to memory reduction

Tong Wu, Kun Yuan, et. al. Mixture-of-Channels: Exploiting Sparse FFNs for Efficient LLMs Pre-Training and Inference, arXiv:2511.09323, 2025

11.67/5 = 2.33
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SwiGLU

• SwiGLU is widely used in large-model FFNs, e.g., LLaMA-2/3, Qwen2.

<latexit sha1_base64="4RvQNJSuPYvyBOiBqw7Soqbo6FM=">AAAFzHiclVJfTxNBEB+oRTz/gT76MpFowGDT8oDEhISoAR8IQWuhgUOyd7ftbbjbPe/2qORyr34BX/VzGb+Bfgtnt1e0EBC2aTs7M7/fzPxmvSQSmW42f05M1m7Up25O33Ju37l77/7M7IOdTOWpzzu+ilTa9VjGIyF5Rwsd8W6SchZ7Ed/1jl6b+O4xTzOh5Ad9kvCDmPWl6AmfaXIdztamXI/3hSxiIUXC+rwsmo0VV/PPeiACHZaOtb1esb6+VTZwXaXImR+ikEmu0Z3HLrpCohszHXpe8b78WGToahHzDIMS3QXUCnXIkfAYqyCP+CIOOPZEmmn0VUw0HJkMMNMq5S8dd9/ZwFXs7h4WtnTRZ5qX5SVVRom9nizLchHdTzkLsDNGkifXoXDcA2cQ8pSbAc80soiXkwYXkBopGDEaLQZc9EOd0fhpyrNEyUDI/kgoKmNuRpI8eZ6xmN4B3b2UST8kXqpn0toDsbHZQeZrcWyX2UCn2iWLRF8+K502Pl3FYQ9tsdkp5zcWrqwBuq6zZ/BtdFWgNOl5HegbA907VSpQA3npAozmXAanrZ9X/wKK8drjL09kVimD/KvjUPvGsNzpqz+cmWs2mvbgeaNVGXNQnW018wNcCECBDznEwEGCJjsCBhl99qEFTUjIdwAF+VKyhI1zKMEhbE5ZnDIYeY/ot0+3/cor6W44M4v2qUpE35SQCE8IoygvJdtUQxvPLbPxXsRdWE7T2wn9exVXTF4NIXn/hxtlXhVnZtHQgxU7g6CZEusx0/kVS25VMZ3jP1NpYkjIZ+yA4inZvkWOdEaLyezsRltm479spvGau1/l5vDbdEkLbp1d53ljZ6nRWm4sv1uaW3tVrXoaHsFjmKd9voA1eAvb0AG/Fte+1r7Vvte36rpe1Mth6uREhXkIY6f+5Q9o3avi</latexit>

FFN. For each input X 2 Rs⇥d to the FFN module, we first
compute and store:

G = XWgate 2 Rs⇥dffn , U = XWup 2 Rs⇥dffn ,

whereWgate,Wup 2 Rd⇥dffn are the weights corresponding to the
gating and up-sampling branches in the SwiGLU activation.

S = SiLU(G) 2 Rs⇥dffn

Z = S � U 2 Rs⇥dffn

D = ZWdown 2 Rs⇥d,

where Wdown 2 Rdffn⇥d is the down-sampling weight.
𝑋

𝐷
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The structure of LLM’s FFN：SwiGLU

• When 𝑥 ≥ 0, SiLU produces strong activations；

• When 𝑥 < 0, SiLU suppresses the input signal；
>70% are negative or near 0 in each row

Tong Wu, Kun Yuan, et. al. Mixture-of-Channels: Exploiting Sparse FFNs for Efficient LLMs Pre-Training and Inference, arXiv:2511.09323, 2025
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The structure of LLM’s FFN：SwiGLU

~70% inputs of 
SiLU are below 0

~70% outputs of SiLU 
are suppressed，only 
the remaining 30% are 

activated
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New FFN structure based on sparsity: Mixture of Channels

<latexit sha1_base64="4RvQNJSuPYvyBOiBqw7Soqbo6FM=">AAAFzHiclVJfTxNBEB+oRTz/gT76MpFowGDT8oDEhISoAR8IQWuhgUOyd7ftbbjbPe/2qORyr34BX/VzGb+Bfgtnt1e0EBC2aTs7M7/fzPxmvSQSmW42f05M1m7Up25O33Ju37l77/7M7IOdTOWpzzu+ilTa9VjGIyF5Rwsd8W6SchZ7Ed/1jl6b+O4xTzOh5Ad9kvCDmPWl6AmfaXIdztamXI/3hSxiIUXC+rwsmo0VV/PPeiACHZaOtb1esb6+VTZwXaXImR+ikEmu0Z3HLrpCohszHXpe8b78WGToahHzDIMS3QXUCnXIkfAYqyCP+CIOOPZEmmn0VUw0HJkMMNMq5S8dd9/ZwFXs7h4WtnTRZ5qX5SVVRom9nizLchHdTzkLsDNGkifXoXDcA2cQ8pSbAc80soiXkwYXkBopGDEaLQZc9EOd0fhpyrNEyUDI/kgoKmNuRpI8eZ6xmN4B3b2UST8kXqpn0toDsbHZQeZrcWyX2UCn2iWLRF8+K502Pl3FYQ9tsdkp5zcWrqwBuq6zZ/BtdFWgNOl5HegbA907VSpQA3npAozmXAanrZ9X/wKK8drjL09kVimD/KvjUPvGsNzpqz+cmWs2mvbgeaNVGXNQnW018wNcCECBDznEwEGCJjsCBhl99qEFTUjIdwAF+VKyhI1zKMEhbE5ZnDIYeY/ot0+3/cor6W44M4v2qUpE35SQCE8IoygvJdtUQxvPLbPxXsRdWE7T2wn9exVXTF4NIXn/hxtlXhVnZtHQgxU7g6CZEusx0/kVS25VMZ3jP1NpYkjIZ+yA4inZvkWOdEaLyezsRltm479spvGau1/l5vDbdEkLbp1d53ljZ6nRWm4sv1uaW3tVrXoaHsFjmKd9voA1eAvb0AG/Fte+1r7Vvte36rpe1Mth6uREhXkIY6f+5Q9o3avi</latexit>

FFN. For each input X 2 Rs⇥d to the FFN module, we first
compute and store:

G = XWgate 2 Rs⇥dffn , U = XWup 2 Rs⇥dffn ,

whereWgate,Wup 2 Rd⇥dffn are the weights corresponding to the
gating and up-sampling branches in the SwiGLU activation.

S = SiLU(G) 2 Rs⇥dffn

Z = S � U 2 Rs⇥dffn

D = ZWdown 2 Rs⇥d,

where Wdown 2 Rdffn⇥d is the down-sampling weight.

Traditional FFN structure: SwiGLU

<latexit sha1_base64="KFzsNVHelvQ4P0tckiDvzpNufvQ=">AAAGLniclVPfb9RGEN5wXAmGlgQeeRkRQKG6nO54CAgJCQFKKkEq4DgSEYdobe/ZS+xds7vOEVn7P/Gf8NaqD6iv9A/gte3snn38iKDFp7ubnfnmm5lv1lGZc20Ggz8WTnROdn84tXg6OHP2x5/OLS2ff6ZlpWI2jmUu1U5ENcu5YGPDTc52SsVoEeVsOzq45+Lbh0xpLsVTc1SyvYKmgk94TA269pc7WRixlIu64IKXNGW2HvRvhoa9NlOemMwG3o4m9Za8Z/uwIRUwGmfARVkZCFdhB0IuICyoyaKofmJf1BpCwwumIbEQXgMjwWQMNjZ+hUImVc56MGUw4UobiGWBNAyoSEAbqditINwNNuE27Gzv1750nVLDrP1GlRY4mQhrbQ/CVxVNYPwZSVV+D0UQ7gXTjCnmBvyikR58mzT5CqmTgiKj02LKeJoZjeMrxXQpRcJF2gqFZdzJSVKVa5oWeA/wHCkq4gx5sZ6DjaZ88+EYaGz4oV9mH4JmlzTnqfjZBiO4ehtmPYz4w7Fd3bzWqjN6EZYK20SRRhDKRBrYwlgYPG8DmDoHzQDjNtnh7jvAHDyXJJFT4QVkIpn3cVzKGcxJwrWfxjk+zjrTp+c1uLx12YESNsErngDVeENga7/mLy0230wc4yugLQx7cLUZmE/AwuYMNvM4FlpIJzQWNLJcs/CgjeVUpQwv5CHNq5nGSk6RgbcA6fmcRDD4WEUilZpyzfpYxY3cNIL3xx/nb1UQ7C+tDPoD/8BxY9gYK6R5Hsml30lIEiJJTCpSEEYEMWjnhBKNn10yJANSom+P1OhTaHEfZ8SSAHMrRDFEUPQe4G+Kp93GK/DsOLXPjrFKjl+FmUCuYI5EnELbVQMfrzyz836Nu/acrrcj/I8argK9hmTo/a+8Fvl/89wshkzITT8Dx5lK73HTxQ1L5VVxncMnUxlkKNHn7ATjCu3YZ7Y6g8/RfnanLfXx9x7pvO4cN9iK/OW6xAUPv1zncePZ9f5wvb/++PrKnbvNqhfJRXKJrOI+b5A75BfyiIxJ3Hnb+dD5u/NP9033t+677p8z6ImFJucC+ezpvv8XstbKWw==</latexit>

MoC. For each input X 2 Rs⇥d to the FFN module, we first
compute and store:

G = XWgate 2 Rs⇥dffn , U = XWup 2 Rs⇥dffn ,

whereWgate,Wup 2 Rd⇥dffn are the weights corresponding to the
gating and up-sampling branches in the SwiGLU activation.

S = SiLU(G), S0 = S �M,

Z 0 = S0 � U,

D = Z 0Wdown,

where Wdown is the down-sampling weight, and M is defined as

Mij =

(
1, if Gij is among the top-K largest values in row i of G,

0, otherwise.

New FFN structure based on sparsity: Mixture of Channels
Core idea：for every input token，
adaptively select Top-K channels

Since only part of the channels are activated, we call it a Mixture of Channels (MoC) model.
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Mixture of Channels (MoC) model

< 42 >

• Schematic of the MoC architecture (typically selecting the top 20% of channels).
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Efficient training of Mixture of Channels models

< 43 >

MoC’s forward pass

Sparse storage

MoC’s backward pass

• Store sparse activations 𝑍/ = 𝑍⊙𝑀, 𝑈/ = 𝑈⊙𝑀 and	𝑆/= 𝑆⊙𝑀 

• Since , ∇SiLU operates coordinate-wise, only 𝐺/ = 𝐺 ⊙𝑀 is stored
<latexit sha1_base64="ri2pFyM8MSA8pj4/4NBNd/ysLNk=">AAAC9nicjVHLLgRBFD3ae7wGS5uKibCadIsMG8mEjY2EMAgjk+qeQmd6ujrd1ULEd9jZia0fsOUTxB/wF26VmgQToTpdderce07VresnUZgp133tcXr7+gcGh4YLI6Nj4xPFyam9TOZpIGqBjGR64PNMRGEsaipUkThIUsHbfiT2/da6ju+fizQLZbyrLhNx3OancXgSBlwR1Sh69Zj7EWc782yVdTDBGqvLplRs0642dDhfaBRLbtk1g3UDz4IS7NiSxRfU0YREgBxtCMRQhCNwZPQdwYOLhLhjXBGXEgpNXOAaBdLmlCUogxPbovmUdkeWjWmvPTOjDuiUiP6UlAxzpJGUlxLWpzETz42zZn/zvjKe+m6XtPrWq02swhmxf+k6mf/V6VoUTrBiagippsQwurrAuuTmVfTN2ZeqFDkkxGncpHhKODDKzjszo8lM7fptuYm/mUzN6n1gc3O861tSg72f7ewGe4tlr1KubC+Vqmu21UOYwSwWqJ/LqGIDW6iR9w0e8YRn58K5de6c+89Up8dqpvFtOA8fIWqgJw==</latexit>

rS0 = rS = U �M �rZ 0

• In contrast, traditional FFN architectures require storing dense matrices 𝑍, 𝑈, 𝑆, 𝐺
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Efficient training of Mixture of Channels models

< 44 >

MoC’s activation computation

• MoC only stores sparse activations • S and Z can be easily recomputed 
instead of being stored

• MoC saves ~68% activation memory
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MoC system-level operator optimization and memory savings

< 45 >

• Unstructured sparsity does not reduce computation, and top-K introduces extra overhead

• With optimization using RAFT and Triton, MoC
achieves FFN-equivalent computation time

• 2:8 structured sparse operators can achieve computational 
savings.

MoC does not introduce significant overall computational overhead

With only a 0.4% loss increase, 
end-to-end total memory is 

reduced by 24.6%
(all memory accounted for).

Pretrain LLaMA on C4
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Extending MoC to other LLM architectures

< 46 >

Compatibility of MoC with MoE architecture Compatibility of MoC with GQA architecture

Compatibility of MoC with Qwen architecture Compatibility of MoC with LLaMA-7B
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Summary

< 49 >

• In LLM memory, activations dominate; within activations, FFN
memory usage is dominant

• FFN: SiLU activation is sparse; most channels suppressed

• Leveraging SiLU sparsity, we design MoC to save memory and speed up inference

• Benefits: <1% performance loss, saves ~68% activation memory, ~25% total memory, >10%
faster inference.



PART 03

Save Model and Gradient via Cross-Layer Structure

Boao Kong, Junzhu Liang, Yuxi Liu, Renjia Deng, Kun Yuan, “CR-Net: Scaling Parameter-Efficient Training with 
Cross-Layer Low-Rank Structure”, arXiv:2509.18993, 2025
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Memory overhead in LLMs pre-training

< 51 >

Memory = Parameter + Gradient + Optimizer states + Activation

• Low-rank projection only saves the 
memory of Optimizer states

<latexit sha1_base64="eOr+hSncRZuVNHkCQ66Mr2hkhL8=">AAADAHicjVLLSsNAFD2Nr1pfVZdugkVwVVIRdSm60GUFW4W2liSOGkwzMZkIIm78Cbe6cydu/RP/QFf+gmfGCD4oOiHJuefecx8z48VhkCrHeS5YA4NDwyPF0dLY+MTkVHl6ppnKLPFFw5ehTPY9NxVhEImGClQo9uNEuD0vFHve6ab2752LJA1ktKsuYtHpucdRcBT4riLVqXfVQVvJ2N7qKrtbrjhVxyz7N6jloIJ81WX5DW0cQsJHhh4EIijiEC5SPi3U4CAm18EluYQoMH6BK5SozRglGOGSPeX3mFYrZyPaOmdq1D6rhHwTKm0sUCMZlxDrarbxZyazZvvlvjQ5dW8X/Ht5rh5ZhROyf+k+I/+r07MoHGHNzBBwptgwejo/z5KZXdGd21+mUswQk9P4kP6E2DfKz322jSY1s+u9dY3/xURqVtt+Hpvh1XTZfz6PlSVtXddjhO6txAtR+3n8v0FzqVpbqa7sLFfWN/KrUcQc5rHI81/FOrZRR4PVznCDW9xZ19a99WA9foRahVwzi2/LenoHNo6eEA==</latexit>

P>
t Gt

<latexit sha1_base64="NNOQpD9AB0QZyibCfLgI/OVAVyU=">AAAC93icjVLLSsNAFD2Nr1pfVZdugkVwVRKR6rLoQpcV7ANqKUk6bQfzIpkIpfgLbnXnTtz6Of6BrvwF74xTUEvRCUnOPfee+5gZN/Z5KizrNWfMzS8sLuWXCyura+sbxc2tRhplicfqXuRHSct1UubzkNUFFz5rxQlzAtdnTff6VPqbNyxJeRReilHMOoEzCHmfe46Q1FlXmN1iySpbapnTwNagBL1qUfEDV+ghgocMARhCCMI+HKT0tGHDQkxcB2PiEkJc+RluUSBtRlGMIhxir+k7IKut2ZBsmTNVao+q+PQmpDSxR5qI4hLCspqp/JnKLNlZuccqp+xtRH9X5wqIFRgS+5duEvlfnZxFoI9jNQOnmWLFyOk8nSVTuyI7N79NJShDTJzEPfInhD2lnOyzqTSpml3uraP8bypSstL2dGyGd9Xl7PlcqhyRLeu6FCF7K9CFsH8f/zRoHJTtSrlycViqnuirkccOdrFP53+EKs5RQ52qDXGHezwYI+PReDKev0KNnNZs48cyXj4BSAmaZg==</latexit>

Gt

Low-rank 
subspace

<latexit sha1_base64="mTrVToZePdq6N55z5J3LeItv0kc=">AAADgHicjVJdS9xAFL3ZtNWu/VjtQx/6MnURtgjbRERFKCz60D6u4OqCsUuSHTWYZMJkIiwhv8Bf2H/QPhX/gWdms7DrIu2EJPeee879mJkgi6NcOc4vq2G/ePlqZfV1c+3N23fvW+sbZ7koZMgHoYiFHAZ+zuMo5QMVqZgPM8n9JIj5eXB7rOPnd1zmkUhP1STjl4l/nUZXUegrQKPWfemZJKXk48oLRDzOJwl+5bAalWrbrdg3tgRXbHsB7E/BeciTN6LqLJJ+ekpkmjkPf59qv7CqOWq1na5jFls23NpoU736ovWXPBqToJAKSohTSgp2TD7leC7IJYcyYJdUApOwIhPnVFET2gIsDoYP9Bbfa3gXNZrC1zlzow5RJcYroWS0BY0AT8LW1ZiJFyazRp/LXZqcurcJ/kGdKwGq6Abov3Qz5v/q9CyKrujAzBBhpswgerqwzlKYXdGds7mpFDJkwLQ9RlzCDo1yts/MaHIzu95b38R/G6ZGtR/W3IL+mC6fny9AZQFf1w3A0L3pC+E+Pf5l42yn6+519052272j+mqs0ifapA7Of5969IP6NEC1B+ujxazPdsPu2F9td0ptWLXmAy0s+/ARWg7N0g==</latexit>

Xt+1 = Xt + P t⇢(P
>
t Gt)

• Sparse activation in MoC onlys saves the 
memory of Activation

• How to save the Parameter and Gradient？

• Parameter-efficient methods can save the memory of parameter, gradient, and optimizer states 
at the same time.

Parameter-efficient Methods!
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Bottleneck of LoRA in LLMs pre-training

< 52 >

• Although LoRA enables fine-tuning of LLMs with fewer parameters, it is not applicable in pre-training.

(loss function for pre-training)

(loss function for LoRA)

Update A, B

Fix X

• The pre-training PPL of LoRA increases significantly.

• Calls for an effective algorithm for pre-training.

<latexit sha1_base64="0fwbzKiH+eYoCfg5jClA+bFO0YI=">AAADSnicjVLLThRBFL00qDiIjrp0U2FCAptJDzFo4oagGJdoGIZkephU1RRQoV90VRtIp7/MX+AHXLrzsTBxZ9x4qmiMQAhUp7vvPfec+6gqkcfa2DD8PBVMz9y5e2/2fmvuwfzDR+3HT7ZNVhZS9WUWZ8WO4EbFOlV9q22sdvJC8UTEaiAOX7v44KMqjM7SLXuSq1HC91O9pyW3gMbtfpTodFwNWKRTFiXcHghRfah3qzyyOlGGHdU1i45KPvkX3ajHVXSsWWR0cgZKHldv6nr4dmnwCpHl0bjdCbuhX+yq0WuMDjVrM2v/pIgmlJGkkhJSlJKFHRMng2dIPQopBzaiClgBS/u4oppa0JZgKTA40EN89+ENGzSF73Iar5aoEuMtoGS0CE0GXgHbVWM+XvrMDr0ud+Vzut5O8BdNrgSopQOgN+nOmbfVuVks7dFLP4PGTLlH3HSyyVL6XXGds/+mssiQA3P2BPECtvTK831mXmP87G5vuY9/9UyHOl823JK++S6vn0+gcgbf1RVguN5auBC9y8d/1dhe6fZWu6vvn3fW1purMUvPaIGWcP4vaI3e0Sb1Ue0TfaHv9CM4DX4Fv4M/Z9RgqtE8pQtreuYvONW7iQ==</latexit>

min
W2Rp⇥q

E⇠⇠D[F (W ; ⇠)]

<latexit sha1_base64="Pz4+yaFTplNhk9QddYNXGSakFw4=">AAADZnicjVJbTxNBFD7tKpfKpWiID7xMbEgwkGZrDJj4QqsSH9FYStItzcwwLRP2xsyskWz2dxL+QX3yF5h4ZhiMQojOZnfP+b7zncvMsDyW2oThda0ePHo8N7+w2HiytLyy2lx7eqSzQnHR51mcqWNGtYhlKvpGmlgc50rQhMViwM7fWX7wVSgts/SLuczFKKHTVE4kpwahcfMiSmQ6LruRTEmUUHPGWPm5OinzyMhEaKKqHdK7SypPXlSkItFv6kM1LqNvkkRaJjcgp3H5vqqGB1uD7W7vLZIvR+NmK2yHbpH7RscbLfDrMGv+gAhOIQMOBSQgIAWDdgwUND5D6EAIOWIjKBFTaEnHC6iggdoCowRGUETP8TtFb+jRFH2bUzs1xyoxvgqVBDZRk2GcQttWI44vXGaLPpS7dDltb5f4Zz5XgqiBM0T/pbuN/F+dncXABN64GSTOlDvETsd9lsLtiu2c/DGVwQw5YtY+RV6hzZ3ydp+J02g3u91b6viZi7So9bmPLeC76/Lh+RhWztC3dRlG2N4aeCE6d4//vnH0qt3Zbe9+et3a7/mrsQAb8AK28Pz3YB8+wiH0sdoV/KzN1ebrs2AlWA+e34TWa17zDP5aAfkFqtzBYA==</latexit>

min
A2Rp⇥r,B2Rr⇥q

E⇠⇠D[F (W +AB; ⇠)]
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Low-Rank Activation Residuals Between Adjacent Layers in LLMs

< 53 >

[1] Boao Kong, Kun Yuan et al. CR-Net: Scaling Parameter-Efficient Training with Cross-Layer Low-Rank Structure, arXiv:2509.18993, 2025

• Parameters lack low-rank structure; low-rank approximation fails

Input ParameterActivation Low-rank parameter

<latexit sha1_base64="8BVbK2uZhEl3IhcjRZE5erMcJ1U=">AAAC6HicjVHLSsNAFD2Nr1pfVZduBovgqqQi6kbQunFpwdpCW0uSTuvYNAmTiSjiB7hzJ279Abf6JeIf6F94Z0zBB6ITMjn33HNu5s51I1/EyrZfMtbI6Nj4RHYyNzU9MzuXn184isNEerzqhX4o664Tc18EvKqE8nk9ktwZuD6vuf09na+dcRmLMDhUFxFvDZxeILrCcxRR7Xyh0hZsm9VZrS2OK6zpRJEMzyneNXFZ76Syi7ZZ7CcopaCAdB2E+Wc00UEIDwkG4AigCPtwENPTQAk2IuJauCROEhImz3GFHHkTUnFSOMT2ae9R1EjZgGJdMzZuj/7i0yvJybBCnpB0krD+GzP5xFTW7G+1L01NfbYL+rpprQGxCifE/uUbKv/r070odLFlehDUU2QY3Z2XVknMreiTs09dKaoQEadxh/KSsGecw3tmxhOb3vXdOib/apSa1bGXahO86VPSgEvfx/kTHK0VSxvFjcp6YaecjjqLJSxjlea5iR3s4wBVqn2NBzziyTq1bqxb6+5DamVSzyK+LOv+HQizm7A=</latexit>

Qi = XWQ
i ⇡ XAQ

i B
Q
i

• Core idea: Compensate approximation error using previous layer‘s activations[1]

<latexit sha1_base64="28WR8m4XW0O/OLd13mdFAX95vvk=">AAAC8nicjVHLSsQwFD3W9/gadekmOAiCzNCKqBth1I1LB5wHOFraGjXYaUuaisPgV7hzJ279Abf6EeIf6F94Eyv4QDSlycm595zk5vpJKFJl2899Vv/A4NDwyGhhbHxicqo4PdNI40wGvB7EYSxbvpfyUES8roQKeSuR3Ov4IW/6Z9s63jznMhVxtKe6CT/oeCeROBaBp4hyi+WaK9gGa7GmKw5rrO0liYwvWM3tibJzyZYosmkiW3p2iyW7YpvBfgInByXkYzcuPqGNI8QIkKEDjgiKcAgPKX37cGAjIe4APeIkIWHiHJcokDajLE4ZHrFnNJ/Qbj9nI9prz9SoAzolpF+SkmGBNDHlScL6NGbimXHW7G/ePeOp79al1c+9OsQqnBL7l+4j8786XYvCMdZNDYJqSgyjqwtyl8y8ir45+1SVIoeEOI2PKC4JB0b58c7MaFJTu35bz8RfTKZm9T7IczO86ltSg53v7fwJGssVZ7WyWlspVbfyVo9gDvNYpH6uoYod7KJO3le4xwMeLWVdWzfW7Xuq1ZdrZvFlWHdvx5Se7g==</latexit>

Qi = XWQ
i ⇡ Qi�1 +XAQ

i B
Q
i

Activation 
in layer 𝒍

Activation in 
layer 𝒍 − 𝟏

In other words, adjacent-layer activation residuals                    exhibit low-rank structure
<latexit sha1_base64="zASP00G4ep22CN0sCJ+cejSc/+U=">AAAC0HicjVHLSsNAFD2Nr1pfVZdugkVw05KIVJdFNy5bsQ+opSTptA7Ny2QillLErT/gVr9K/AP9C++MKahFdEKSM+fec2buvXbo8lgYxmtGm5tfWFzKLudWVtfWN/KbW404SCKH1Z3ADaKWbcXM5T6rCy5c1gojZnm2y5r28FTGmzcsinngX4hRyDqeNfB5nzuWIKpT63K9qNe6Y140J918wSgZaumzwExBAemqBvkXXKKHAA4SeGDwIQi7sBDT04YJAyFxHYyJiwhxFWeYIEfahLIYZVjEDuk7oF07ZX3aS89YqR06xaU3IqWOPdIElBcRlqfpKp4oZ8n+5j1WnvJuI/rbqZdHrMAVsX/pppn/1claBPo4VjVwqilUjKzOSV0S1RV5c/1LVYIcQuIk7lE8Iuwo5bTPutLEqnbZW0vF31SmZOXeSXMTvMtb0oDNn+OcBY2DklkulWuHhcpJOuosdrCLfZrnESo4QxV18r7GI57wrJ1rt9qddv+ZqmVSzTa+Le3hA5R+k30=</latexit>

Qi �Qi�1
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Low-Rank Activation Residuals Between Adjacent Layers in LLMs

< 54 >

Activation residuals between layers 
exhibit low-rank property

[1] Boao Kong, Kun Yuan et al. CR-Net: Scaling Parameter-Efficient Training with Cross-Layer Low-Rank Structure, arXiv:2509.18993, 2025

After error compensation, recovery 
error is reduced by 9%~54%
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Low-Rank Activation Residuals Between Adjacent Layers in LLMs

< 55 >

• With the same rank, compensating with the previous layer's activations reduces the error by  
16%~56%

• Similar cross-layer low-rank structure in MoE architecture

[1] Boao Kong, Kun Yuan et al. CR-Net: Scaling Parameter-Efficient Training with Cross-Layer Low-Rank Structure, arXiv:2509.18993, 2025
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Theories behind low-rank structure in cross-layer activations

< 56 >
Cross-layer low-rank structure introduces smaller error 

than direct low-rank approximation of activations.

• The (high cosine) similarity between adjacent layer activations makes their residuals low-rank

Low-Rank Approximation with 
Error Compensation

Direct Low-Rank 
Approximation
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Learnable scaling factors

< 57 >

• 𝛽0	and 𝛽1 balance information between previous and current layers

• We make 𝛽1 learnable to dynamically adjust the influence of historical activations and 
low-rank output

LLaMA-2 350M LLaMA-2 1B

<latexit sha1_base64="piBTfmAtwrAfDHE8WoE+fNhPJ18=">AAAC1HicjVHLTsJAFD3UF+ID1KWbRmLiihRj0CXRjUtM5JEAkrYMOKGvTKcmBFkZt/6AW/0m4x/oX3hnLIlKjE7T9sy559yZe68TeTyWlvWaMRYWl5ZXsqu5tfWNzXxha7sRh4lwWd0NvVC0HDtmHg9YXXLpsVYkmO07Hms6ozMVb94wEfMwuJTjiHV9exjwAXdtSVSvkO84TNo9fjXpCN+sTXuFolWy9DLnQTkFRaSrFhZe0EEfIVwk8MEQQBL2YCOmp40yLETEdTEhThDiOs4wRY68CakYKWxiR/Qd0q6dsgHtVc5Yu106xaNXkNPEPnlC0gnC6jRTxxOdWbG/5Z7onOpuY/o7aS6fWIlrYv/yzZT/9alaJAY40TVwqinSjKrOTbMkuivq5uaXqiRliIhTuE9xQdjVzlmfTe2Jde2qt7aOv2mlYtXeTbUJ3tUtacDln+OcB43DUrlSqlwcFaun6aiz2MUeDmiex6jiHDXU9cwf8YRno2HcGnfG/afUyKSeHXxbxsMHyYCVjg==</latexit>

�P
i
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Cross-layer Low-Rank Residual Network (CR-Net)

< 58 >

• Full-rank parameters in 
the firsr transformer layer

Boao Kong, Kun Yuan et al. CR-Net: Scaling Parameter-Efficient Training with Cross-Layer Low-Rank Structure, submitted to NeurIPS 2025

• For layer                      

Activation at position P
Learnable factor

<latexit sha1_base64="hWZFETW9gCIxKakQeXIaR1hAJAc=">AAADLHicjVFNa9tAEH1WmsR109RJj70sNYFCiZFCcHMJOO6lRxfqjxCnQlI2rvDqg9UqYIT/Uv5JboVSSq+lPffaQme3cogSQrtC0ps3897u7PipCDNl259r1sqD1bX1+sPGo43Hm0+aW9vDLMllwAdBIhI59r2MizDmAxUqwcep5F7kCz7yZ691fnTBZRYm8Ts1T/lp5E3j8DwMPEWU25weuxMuxPtiIiPWX7BDNvG58qrksVvoeNdZXFMv2bhac1QNWa8au82W3bbNYneBU4IWytVPmp8wwRkSBMgRgSOGIizgIaPnBA5spMSdoiBOEgpNnmOBBmlzquJU4RE7o++UopOSjSnWnplRB7SLoFeSkmGHNAnVScJ6N2byuXHW7H3ehfHUZ5vT3y+9ImIVPhD7L92y8n91uheFcxyYHkLqKTWM7i4oXXJzK/rk7EZXihxS4jQ+o7wkHBjl8p6Z0WSmd323nsl/N5Wa1XFQ1ub4oU9JA3Zuj/MuGO61nU6783a/1e2Vo67jGZ7jBc3zFbp4gz4G5H2Fn/iF39al9dH6Yn39W2rVSs1TVJb17Q97erd2</latexit>

Y P
` = �P

` Y
P
`�1 +XP

` A
P
` B

P
`
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Cross-layer Low-Rank Residual Network (CR-Net)

< 59 >Boao Kong, Kun Yuan et al. CR-Net: Scaling Parameter-Efficient Training with Cross-Layer Low-Rank Structure, submitted to NeurIPS 2025

• Full-size pre-training

(m, n)

• Parameter-efficient pre-training

(m, r),  (r, n)

• Reduce parameter from 
𝑚𝑛 to 𝑟(𝑚 + 𝑛)

• Leading to a smaller 
model, gradient, and 
optimizer states

<latexit sha1_base64="hWZFETW9gCIxKakQeXIaR1hAJAc=">AAADLHicjVFNa9tAEH1WmsR109RJj70sNYFCiZFCcHMJOO6lRxfqjxCnQlI2rvDqg9UqYIT/Uv5JboVSSq+lPffaQme3cogSQrtC0ps3897u7PipCDNl259r1sqD1bX1+sPGo43Hm0+aW9vDLMllwAdBIhI59r2MizDmAxUqwcep5F7kCz7yZ691fnTBZRYm8Ts1T/lp5E3j8DwMPEWU25weuxMuxPtiIiPWX7BDNvG58qrksVvoeNdZXFMv2bhac1QNWa8au82W3bbNYneBU4IWytVPmp8wwRkSBMgRgSOGIizgIaPnBA5spMSdoiBOEgpNnmOBBmlzquJU4RE7o++UopOSjSnWnplRB7SLoFeSkmGHNAnVScJ6N2byuXHW7H3ehfHUZ5vT3y+9ImIVPhD7L92y8n91uheFcxyYHkLqKTWM7i4oXXJzK/rk7EZXihxS4jQ+o7wkHBjl8p6Z0WSmd323nsl/N5Wa1XFQ1ub4oU9JA3Zuj/MuGO61nU6783a/1e2Vo67jGZ7jBc3zFbp4gz4G5H2Fn/iF39al9dH6Yn39W2rVSs1TVJb17Q97erd2</latexit>

Y P
` = �P

` Y
P
`�1 +XP

` A
P
` B

P
`

<latexit sha1_base64="2heO1Jg1Uo3+c5Betl22bWrfw0w=">AAAC83icjVHLSsNAFD3Gd31FXboJFsFVSESqG0F047KCtZVWS5JOa3DyYDIRpPgX7tyJW3/Arf6D+Af6F94ZI1iL6IQk5557z5m5c/2Uh5l0nNcRY3RsfGJyaro0Mzs3v2AuLh1nSS4CVgsSnoiG72WMhzGryVBy1kgF8yKfs7p/sa/y9UsmsjCJj+RVyk4jrxeH3TDwJFFt0z5ptxjnZ/2WiKzqtbVjNQaJ+kDYNsuO7ehlDQO3AGUUq5qYL2ihgwQBckRgiCEJc3jI6GnChYOUuFP0iROEQp1nuEaJtDlVMarwiL2gb4+iZsHGFCvPTKsD2oXTK0hpYY00CdUJwmo3S+dz7azY37z72lOd7Yr+fuEVEStxTuxfuq/K/+pULxJdbOseQuop1YzqLihccn0r6uTWt64kOaTEKdyhvCAcaOXXPVtak+ne1d16Ov+mKxWr4qCozfGuTkkDdn+Ocxgcb9huxa4cbpZ394pRT2EFq1ineW5hFweookbeN3jEE56N3Lg17oz7z1JjpNAsY2AZDx9eAaGT</latexit>

Y P
` = XP

` W
P
`
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CR-Net：Experimental results

< 60 >

• CR-Net achieves lower loss with fewer parameters (~43.6% in LLaMA-2 1B)

• At equal memory, CR-Net achieves lower loss at larger scales

Pretrain LLaMA on C4
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The recomputation strategy of CR-Net

< 61 >

• CR-Net cannot directly save activation

Boao Kong, Kun Yuan et al. CR-Net: Scaling Parameter-Efficient Training with Cross-Layer Low-Rank Structure, submitted to NeurIPS 2025

(s, m) x (m, n) = (s, n) : Lsn

(s, m) x (m, r) x (r, n) = (s, n): Lsn

CR-Net:

Vanilla:
<latexit sha1_base64="2heO1Jg1Uo3+c5Betl22bWrfw0w=">AAAC83icjVHLSsNAFD3Gd31FXboJFsFVSESqG0F047KCtZVWS5JOa3DyYDIRpPgX7tyJW3/Arf6D+Af6F94ZI1iL6IQk5557z5m5c/2Uh5l0nNcRY3RsfGJyaro0Mzs3v2AuLh1nSS4CVgsSnoiG72WMhzGryVBy1kgF8yKfs7p/sa/y9UsmsjCJj+RVyk4jrxeH3TDwJFFt0z5ptxjnZ/2WiKzqtbVjNQaJ+kDYNsuO7ehlDQO3AGUUq5qYL2ihgwQBckRgiCEJc3jI6GnChYOUuFP0iROEQp1nuEaJtDlVMarwiL2gb4+iZsHGFCvPTKsD2oXTK0hpYY00CdUJwmo3S+dz7azY37z72lOd7Yr+fuEVEStxTuxfuq/K/+pULxJdbOseQuop1YzqLihccn0r6uTWt64kOaTEKdyhvCAcaOXXPVtak+ne1d16Ov+mKxWr4qCozfGuTkkDdn+Ocxgcb9huxa4cbpZ394pRT2EFq1ineW5hFweookbeN3jEE56N3Lg17oz7z1JjpNAsY2AZDx9eAaGT</latexit>

Y P
` = XP

` W
P
`

<latexit sha1_base64="hWZFETW9gCIxKakQeXIaR1hAJAc=">AAADLHicjVFNa9tAEH1WmsR109RJj70sNYFCiZFCcHMJOO6lRxfqjxCnQlI2rvDqg9UqYIT/Uv5JboVSSq+lPffaQme3cogSQrtC0ps3897u7PipCDNl259r1sqD1bX1+sPGo43Hm0+aW9vDLMllwAdBIhI59r2MizDmAxUqwcep5F7kCz7yZ691fnTBZRYm8Ts1T/lp5E3j8DwMPEWU25weuxMuxPtiIiPWX7BDNvG58qrksVvoeNdZXFMv2bhac1QNWa8au82W3bbNYneBU4IWytVPmp8wwRkSBMgRgSOGIizgIaPnBA5spMSdoiBOEgpNnmOBBmlzquJU4RE7o++UopOSjSnWnplRB7SLoFeSkmGHNAnVScJ6N2byuXHW7H3ehfHUZ5vT3y+9ImIVPhD7L92y8n91uheFcxyYHkLqKTWM7i4oXXJzK/rk7EZXihxS4jQ+o7wkHBjl8p6Z0WSmd323nsl/N5Wa1XFQ1ub4oU9JA3Zuj/MuGO61nU6783a/1e2Vo67jGZ7jBc3zFbp4gz4G5H2Fn/iF39al9dH6Yn39W2rVSs1TVJb17Q97erd2</latexit>

Y P
` = �P

` Y
P
`�1 +XP

` A
P
` B

P
`

• CR-Net + recomputation：

Only need the memory of: sn + Lsr

<latexit sha1_base64="lS0++8kkLNLGiHUHam3nmEkGFRA=">AAADRnicjVHPS9xAFH7JtnW7rTUqtAcvQ5eCRVwSEe1FWPXicYWurhgbJuPsGpz8YDIpLCEH/zv/A/EvUC/exGvfTGOpDaWdkOSb773vm3nvhZmIcuW615bdevHy1Uz7defN29l3c878wkGeFpLxIUtFKkchzbmIEj5UkRJ8lElO41Dww/B8V8cPv3OZR2nyVU0zfhLTSRKNI0YVUoFzcRT4XIhvpS9jMqjIFvHHkrLSq0o/5Io+i1ZkmRwFpaZWvOqXZpWMmuR2kyI7Te5zJ3C6bs81izSBV4Mu1GuQOlfgwymkwKCAGDgkoBALoJDjcwweuJAhdwIlchJRZOIcKuigtsAsjhkU2XP8TnB3XLMJ7rVnbtQMTxH4SlQS+ISaFPMkYn0aMfHCOGv2b96l8dR3m+I/rL1iZBWcIfsv3VPm/+p0LQrG8MXUEGFNmWF0dax2KUxX9M3Jb1UpdMiQ0/gU4xIxM8qnPhOjyU3turfUxG9Npmb1ntW5BdzpW+KAvT/H2QQHaz1vo7exv97t79SjbsMSfIRlnOcm9GEPBjBE7xtr1npvfbAv7Xv7wX78mWpbtWYRnq0W/ABzlr0O</latexit>

Y P
` =

1

�P
`

(Y P
`+1 �XP

`+1A
P
`+1B

P
`+1)
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CR-Net：Memory saving

< 62 >

• Pre-trained on C4-en with LLaMA2-7B

• Rank: 1024 for CoLA-M, 896 for CR-Net

• CR-Net achieves 62% memory saving with better performance than baselines
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CR-Net：Computation saving

< 63 >

• CR-Net uses 38.5% of the FLOPs compared to the standard LLaMA-2 1B network.

• s：seq. length；h：hidden dimension；L：transformer layer；s=256，batch size=1

• Rank: 512 for other baselines, 448 for CR-Net (Ensures better validation perplexity of CR-Net.)

CR-Net:Vanilla: (smn)

(s, m) x (m, n) = (s, n) : smn (s, n) + (s, m) x (m, r) x (r, n) = sn + s(m+n)r

<latexit sha1_base64="2heO1Jg1Uo3+c5Betl22bWrfw0w=">AAAC83icjVHLSsNAFD3Gd31FXboJFsFVSESqG0F047KCtZVWS5JOa3DyYDIRpPgX7tyJW3/Arf6D+Af6F94ZI1iL6IQk5557z5m5c/2Uh5l0nNcRY3RsfGJyaro0Mzs3v2AuLh1nSS4CVgsSnoiG72WMhzGryVBy1kgF8yKfs7p/sa/y9UsmsjCJj+RVyk4jrxeH3TDwJFFt0z5ptxjnZ/2WiKzqtbVjNQaJ+kDYNsuO7ehlDQO3AGUUq5qYL2ihgwQBckRgiCEJc3jI6GnChYOUuFP0iROEQp1nuEaJtDlVMarwiL2gb4+iZsHGFCvPTKsD2oXTK0hpYY00CdUJwmo3S+dz7azY37z72lOd7Yr+fuEVEStxTuxfuq/K/+pULxJdbOseQuop1YzqLihccn0r6uTWt64kOaTEKdyhvCAcaOXXPVtak+ne1d16Ov+mKxWr4qCozfGuTkkDdn+Ocxgcb9huxa4cbpZ394pRT2EFq1ineW5hFweookbeN3jEE56N3Lg17oz7z1JjpNAsY2AZDx9eAaGT</latexit>
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CR-Net：Throughput

< 64 >

• CR-Net achieves 87% higher 
throughput than the standard model.

LLaMA-2 1B pre-training on 4 A100 GPUs

• Even including communication 
overhead, CR-Net outperforms all 
baselines, with ~66% higher 
throughput than the standard model. 
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Hybrid between Vanilla and CR-Net

< 65 >

• Pre-training LLaMA-2 1B with sequence length s=256

Store full activation 
every 8 layers

• Compared to standard LLaMA-2 1B (vanilla GCP): At matched memory cost, CR-Net 
achieves 67% faster computation. 

• Rank: 512 for other baselines, 448 for CR-Net (Ensures better validation perplexity of CR-Net)                                 

Store full activation 
every 32 layers
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CR-Net: Efficient in both memory and compute

< 66 >

• Memory and compute complexity across methods (LLaMA-2 1B/7B, BF16)

• In CR-Net, b = number of stored full activation layers (‡: b=4, ♯: b=1)

• CoLA-M rank follows the literature; CR-Net rank r is tuned for best validation perplexity
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CR-Net: Ablations

< 67 >

Comparsion with ResFormer and DenseFormer

R. Tian, et. al., ResFormer: Scaling ViTs with Multi-Resolution Training, CVPR 2023

Matteo Pagliardini, et. al., DenseFormer: Enhancing Information Flow in Transformers via Depth Weighted Averaging, NeurIPS 2024

Comparsion with different low-rank strategy
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Summary

< 68 >

• Parameter matrices are not low-rank; direct low-rank 
approximation leads to high error.

• Core Idea：Low-rank cross-layer residuals enable parameter-
efficient architecture

• Recomputation: Tailored recomputation cuts activation 
memory, reducing compute by 66.6% at equal memory

• Emprical performance： Co-optimizes memory and compute: better performance with 43.6%
fewer parameters (1B) and 38.5% less memory (7B)

Boao Kong, Kun Yuan et al. CR-Net: Scaling Parameter-Efficient Training with Cross-Layer Low-Rank Structure, submitted to NeurIPS 2025
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Summary and Future Work
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Summary 

• Low-rank gradients: Subspace training methods 
(>75% optimizer state memory reduction)

• Sparse activations: Importance sampling 
(>68% FFN activation memory reduction)

Model structure + Hardware–software co-design = Efficient training

• Cross-layer low-rank activations: Parameter-efficient methods 
(56% reduction in parameter & gradient memory)

Training and inference costs 
rise sharply

Dramatic memory increase; Ultra-
large clusters for joint training

Increasing parameters and data

Increasing demand for improved 
large model performance

Cost scaling

Memory scaling

Power law

Approach 1: Design new architectures and explore 
novel power-law principles

Approach 2: Develop new hardware (e.g., supernodes) 
to reduce training and inference costs

Approach 3: Memory-efficient training methods driven 
by model structure

Insight: As scale increases, LLMs contain significant structural redundancy
Conventional training wastes memory by ignoring implicit structure
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Future Work I: More Implicit Structures to Explore

< 71 >

Beyond low-rank gradients and sparse/uniform activations, many hidden structures remain unexplored.

Local sparsity + Sink structures 
(reduce attention memory)

Parameter distribution patterns 
(improved mixed-precision strategies)

Redundancy in 3D parallel parameters  
(robust training)

Discovering more structures will enable even more efficient training methods.

Memory = Model + Gradient + Optimizer States + Activations
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Future Work II: Saving Comm/Comp using Implicit Structures

< 72 >

• In LLMs, compute and communication are as critical as memory.
• Similar to memory, structural properties enable reductions in communication and compute.

Low-rank gradients are projected into low-dimensional subspace for momentum updates；significant reducing communication.

rank ≈ 10

Project into a lower-
dimensional space

𝐺2 𝑔2
(m,n) (r,n)

Chuyan Chen, Kun Yuan, et. al., Greedy Low-Rank Gradient Compression for Distributed Learning with Convergence Guarantees, arXiv: 2507.08784, 2025

Low-dimensional 
variables use minimal 

communication

Low-dimensional 
variables use

minimal memory

Communication reduced 
by ~4×, ideal for 

heterogeneous networks

Significant throughput 
improvement
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< 73 >

Motivation: Current memory-efficient pretraining/fine-tuning methods do not reduce computation

Algorithm Design: Random matrix sampling; Avoiding full-matrix multiplication, only important rows & columns
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¶Matrix Sampling:

y = W x

n×b n×m m×b

≈ W x

n×r r×b

mnb FLOPs rnb FLOPs

MLP sampling 90%, attention sampling 40%

Overall computation reduction: 38.57% 
Nearly lossless accuracy Nearly identical performance to LoRA/Adam

Future work: During pretraining, achieve  
>30% computation savings 
with minimal accuracy loss.

G Chen, Y He, Y Hu, K Yuan, B Yuan, CE-LoRA: Computation-Efficient LoRA Fine-Tuning for Language Models, arXiv 2502.01378, 2025

Future Work II: Saving Comm/Comp using Implicit Structures
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Company Model MTBF Availability 100K-GPU 
Availability

ByteDance 175B 
LLM

100+ failures over 
8–15 hours ~90%

~60%
Meta Llama3.1 

405B
419 failures in 

~4 hours ~90%

Motivation: By 2025, clusters will scale to 100K 
GPUs, encompassing millions of devices. Single-
device failures can halt entire training jobs,
creating significant availability challenges.

R. Hu, K. Yuan, et. al., MeCeFO: Enhancing LLM Training Robustness via Fault-Tolerant Optimization, NeurIPS, 2025

Proposed Solution：Efficient and elastic training to 

support continuous training despite GPU failures.

Introduce mixed-precision parameter redundancy, 

pulling backups from neighboring devices.

Neighbor nodes run 
two pipeline tasks, 
creating memory & 
compute bottlenecks

Memory & Compute Trade-off：MHA activations 

dominate GPU memory. Dropping the 
activations can save substantial GPU memory.

Future Work III : Robust training using Implicit Structures
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Validation PPL of LLaMA after MeCeFO training for the same iterations across fault frequencies

R. Hu, K. Yuan, et. al., MeCeFO: Enhancing LLM Training Robustness via Fault-Tolerant Optimization, Submitted to NeurIPS 2025, 2025

Future Work III : Robust training using Implicit Structures
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Future work IV: Power-Law Optimized Model Architectures

Improving scaling Laws is a more fundamental direction to efficient training

Transformer performance ceiling
is hard to surpass

Scaling slope declines

Training and inference costs 
rise sharply

Dramatic memory increase; Ultra-
large clusters for joint training

Increasing parameters and data

Increasing demand for improved 
large model performance

Memory scaling

Power law

Cost scaling

Approach 1: Design new architectures and explore 
novel power-law principles

Approach 2: Develop new hardware (e.g., supernodes) 
to reduce training and inference costs

Approach 3: Memory-efficient training methods driven 
by model structure
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LLM Architecture: Linear Attention

Transformer Model

Efficient Training: support parallelism
Inefficient Inference: KV cache requires
𝑂 𝑠 memory

RNN Model

Inefficient training: no parallelism
Efficient Inference: 𝑂 1 memory

Transformer Training 
Paradigm

RNN Inference Paradigm

Linear Attention[1]

Efficient Training: match Transformers

Efficient Inference: convert to RNN
without loss

exp(𝑄𝐾3)

𝜙 𝑄 𝜙 𝐾 3

Exp 
Activation

Kernel 
Activation

Training
Paradigm

Inference 
Paradigm

How to design more 
efficient linear 

attention?
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